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1. ― In the case of “correlations”, as indeed is often the case, many 
discussions arise from confusion between different concepts. For a 
long time we have seen papers demonstrating and repeating that is 
necessary to distinguish between the concept of “correlation” that is 
measured by the “correlation coefficient” r (of Bravais), and the con-
cept of “stochastic dependence” defined in probability theory. If the 
need to clarify this point is so widespread, it certainly means that the 
confusion was also pretty widespread, probably because the two con-
cepts are equivalent in the case of Gaussian distributions and we have 
the unjustified and harmful habit of considering the Gaussian distribu-
tion in too exclusive a way, as if it represented the rule in almost all the 
cases arising in probability and in statistics, and as if each non-
Gaussian distribution constituted an exceptional or irregular case (even 
the name of “normal distribution” can contribute to such an impres-
sion, and it would therefore perhaps be preferable to abandon it). 

I would not see any need to add a word clarifying the distinction 
between the two concepts ― which should never had been confused 
and which (as far I know) have always been kept well distinguished by 
researchers in the calculus of probabilities ― if it didn’t seem to me 
that, discovering that the correlation coefficient doesn’t have the mean-
ing that, for an incomprehensible misunderstanding, some attributed to 
it, we are left to think that this has deprived the correlation coefficient 
of every meaning. It would be like deciding that thrashing machines 
are useless because we proved to someone who confused them with 
mills that they don’t serve to grind the wheat! 

Therefore, I think it is not useless to give a brief exposition of the 
meaning of the correlation coefficient seen from the vantage point of 
the calculus of probabilities, in particular because some considerations 

                                                        
(*) The original notes of the Author are at the bottom of the page, while our com-
ments are at the end of the document. All the equations have been numbered to make 
references easier. 
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may perhaps appear new, at least in the form and in the light in which 
they are cast from the standpoint of the theory of random variables. In 
addition, I will address in this article the issue of finding the most 
proper terminology to avoid perpetuating the aforementioned misun-
derstanding and to obviate other drawbacks that we will run into along 
the way: however, the matter is so entangled that, whenever I am un-
able to introduce satisfactory solutions, I will do no more than clarify 
what is the requirement we should fulfill to make the appropriate deci-
sions. 

2. ― Given a random variable X, we indicate by M(X) the “mathemati-
cal expectation” and by σ(X) = M(X –M(X))2 the “standard devia-
tion”, as usual. 

It is known that the mathematical expectation enjoys the additiv-
ity property M(X + Y) = M(X) + M(Y), and this is enough to resolve all 
the problems in which we have only linear combinations of random 
variables: in this case, knowing the mathematical expectation is suffi-
cient to solve the problem. Instead, if Z = f (X, Y) is a non-linear func-
tion of X and Y, or if, when such a function is linear, we need to have a 
deeper knowledge of the probability distribution of Z than can be 
gained by merely knowing its mathematical expectation. Other ele-
ments are obviously necessary. The first such element is the correlation 
coefficient, which is sufficient, together with M and σ, to solve all the 
“second-order” problems, in which we need to determine the mathe-
matical expectation of any second-order function of given random 
variables X1 X2, ..., Xn. Among the second-order problems there are two 
of immediate practical interest, which are sufficient to prove the enor-
mous importance of the correlation coefficient, and to explain why its 
presence is necessary: these are the problems arising when we need to 
determine the mathematical expectation of the product X Y of two ran-
dom variables X and Y and the standard deviation of their sum X +Y (an 
obvious generalization of the two problems is the calculation of the 
mathematical expectation of the product of two linear combinations of 
random variables, and in particular of the square of such a linear com-
bination). 

To tackle the problem from a more general standpoint, let us con-
sider a generic second-order function of n random variables X1, X2,..., 
Xn, and let 

  ∑= ij jiij XXaZ
 (1)
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(we can suppose, without loss of generality that aij = aji). 
Indicating by X̄i = M(Xi) the mathematical expectation of Xi, we 

can write 
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and the mathematical expectation of Z is 
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because M(Xj – X̄j) = M(Xj) – X̄j = X̄j – X̄j = 0. 
Therefore we can always determine M(Z) if we know, in addition 

to X̄i = M(Xi), the value of the terms M[(Xi – X̄i)(Xj – X̄j)]. 
When i = j we have by definition M(Xi – X̄i)2 = σ2(Xi); instead, 

when i ≠ j, knowing M(Xi) and σ(Xi) is not sufficient to determine 
M[(Xi – X̄i)(Xj – X̄j) but it is enough to find a bound, from which the 
introduction of the “correlation coefficient” naturally follows. 

3. ― In fact, given two random variables X and Y, let us consider their 
linear combination Zt = X + tY, where t is a real number. We have 

 

 

)())((2)(

)())((2

)()]()[()(

222

22

222

YσtYYXXMtXσ

YYMtYYXXMt

XXMYYtXXMZσ t

+−−+=

−+−−+

−=−+−=

 

(4)

If we consider t as a parameter, then σ2(Zt) is a second-order function 
of t. However, σ2(Zt) is, by its own nature, positive (or zero). There-
fore, we must have i 

 )()(|)])([(| YσXσYYXXM ≤−−  (5)

which is the bound we referred to earlier. We will immediately see that 
this bound is the most precise we can determine, in the sense that M[(X 
– X̄) (Y – Ȳ)] can actually assume all the values between ±σ(X) σ(Y) 
(extremes included). So it is natural to introduce the “correlation coef-
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ficient”, defined by 
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that always lies between ± 1 and doesn’t depend on possible positive 
coefficients of proportionality which affect X and Y (in other words, if 
a > 0 and b > 0, r(aX, bY) = r(X, Y). More generally, r(aX, bY) = ± r(X, 
Y) with sign +or – depending on whether the signs of a and b are equal 
or opposite). 

The general formula for the mathematical expectation of the 
product of two random variables X and Y is thusii 
  )()(),()()()( YσXσYXrYMXMYXM ⋅⋅+⋅=⋅  (7)
(from which we immediately learn that M(X Y) lies between M(X) 
M(Y) ± σ(X) σ(Y)), while for the standard deviation of the sum we have 

  )()(),(2)()()( 222 YσXσYXrYσXσYXσ ⋅⋅⋅++=+  (8)

(from which we see that σ(X + Y) always lies between |σ(X) – σ(Y)| and 
σ(X) + σ(Y)). 

Depending on the sign of r(X, Y), we say that X and Y are posi-
tively or negatively correlated: they are positively correlated when M(X 
Y) > M(X) M(Y) or rather σ2(X + Y) > σ2(X) + σ2(Y); negatively corre-
lated when M(X Y) < M(X) M(Y) or rather σ2(X + Y) < σ2(X) + σ2(Y). 

If r = 0, or rather M(X Y) = M(X) M(Y), or rather σ2(X + Y) = σ2(X) 
+ σ2(Y), the two random variables are said to be uncorrelated. In par-
ticular, two stochastically independent random variables are uncorre-
lated, because it is known and can easily be seen that, in the case of in-
dependence, M(X Y) = M(X) M(Y). However, the converse statement 
does not hold. 

To show that r can indeed assume all the values between –1 and 
+1 it is sufficient to consider two independent random variables X and 
X' and, without losing generality, we can suppose that M(X) = M(X') = 
0, σ(X) = σ(X') = 1, and then define, for a given r lying between –1 and 
+ l, the random variable Y as follows: 

  '.1 2 XrrXY −+=  (9)
We have 
  ,1)1()( 222 =−+= rrYσ  (10)
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(11)
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 q.e.d.,)'(1)( 22 rXXMrXrM =−+=  

4. ― On the other hand, the extreme cases r(X, Y) = ±1 imply that X 
and Y are linearly dependent.iii Indeed, in this case the equation σ2(Zt) = 

0 has in fact the root t = ± 
σ(X)
σ(Y) = k (sign – or + depending on whether 

r = +1 or r = –1).iv But for the random variable to have a zero standard 
deviation, the probability of a deviation, greater than an arbitrarily 
small ε, from the mathematical expectation, must be equal to zero, that 
is, if we accept the extended principle of total probabilities (i.e. ex-
tended to countable classes), the random variable is equal to its mathe-
matical expectation with probability 1. It follows that, in our case, if 
the probability is not zero then Zt = Zt̄, that is X – X̄ = k(Y – Ȳ). 

However, I would also like to mention here the modification we 
need to make if we are to abandon the extended principle of total prob-
abilities (as is necessary, in my opinion). In such case we can have 
σ(X) = 0 and Prob.{|X – X̄| > ε} = 0 for any ε > 0, without necessarily 
having Prob.{|X – X̄| > 0} = 0; for instance, if X = 1/n, with n being an 
“arbitrarily chosen whole number” (in the sense that such a whole 
number has zero probability) we have X̄ = σ(X) = 0, but Prob.{X > 0} = 
1. 

To avoid having to repeatedly reformulate a precise statement of 
this kind, and also to avoid innacuracies, as would have been, in the 
preceding case, the statement that necessarily X – X̄ = k(Y – Ȳ), I think 
it is appropriate to introduce the symbol X =·  Y, meaning “X coincides 
with Y”, to point out that the inequality |X – Y| > ε has zero probability 
for any ε > 0, or rather that M(|X – Y|) = 0. We can now express, cor-
rectly and in a concise way, our conclusion by saying that, if r(X, Y) = 
±1, then X – X̄ =·  k(Y – Ȳ),v where k is positive or negative together 
with r. And the above statement will be exact both for those who ac-
cept and for those who do not accept the principle of total probabilities, 
except for the different interpretation of the definition of “coinci-
dence”. 

5. ― I will not dwell on the meaning of “correlation coefficient” as a 
statistical index of “concordance”, an aspect which has been often il-
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lustrated, including recently in these pages by Pietra (1); after all, the 
formula for M(X Y) contains the whole mathematical aspect of such a 
meaning. 

Rather it may be useful to sketch one possible geometric interpre-
tation, which turns out to be useful to make the relationships among 
mathematical expectations, standard deviations and correlation coeffi-
cients intuitive. Since we can consider linear combinations of random 
variables, we can interpret them as vectors in an “abstract space”. Con-
sidering σ(X) as the modulus of the vector X, and, correspondingly, σ(Y 
– X) as the distance d(X, Y) between the vectors X and Y, we define a 
distance space, or space “D” in the sense of Fréchet, under the 
hypothesis that all the random variables whose difference is given by 
the same variable are represented by the same vector. In fact X and X + 
a have zero “distance”, because (X + a) – X = a, σ(a) = 0, and inversely 
σ(Y – X) = 0 means Y – X = a. In every other case σ(Y – X) > 0, and (as 
we basically saw in Section 3) the triangle inequality holds:vi 

  .)()()(|)()(| XσYσXYσXσYσ +≤−≤−  (12)

In addition, the space S defined in this way is a metric abstract space, 
or space DM,2 since σ(X) σ(Y) r(X, Y) may be interpreted as an inner 
product, being a symmetric linear homogeneous function of X and Y, 
which reduces to the square of the modulus when Y = X. Thus the cor-
relation coefficient is the cosine of the “angle” between vectors X and 
Y, angle that can be unambiguously defined by setting r(X, Y) = cos 
α(X, Y), 0 ≤ α(X, Y) ≤ π (that is, α goes from 0° to 180°). 

So formula (8) for σ2(X + Y) becomes 

  ),(cos)()(2)()()( 222 YXαYσXσYσXσYXσ ⋅⋅⋅++=+ (13)

and we can see, recalling the theorem of Carnot, that σ(X + Y) is the 
third side of a triangle when the other two sides, σ(X) and σ(Y), contain 
the angle α(X, Y). In the case of zero correlation (or, in particular, of 
independence) the theorem of Pythagoras holds: σ(X + Y) is the hy-
potenuse of the right-angled triangle whose sides measure σ(X) and 
σ(Y). 

Likewise, the formula for M(XY) says that the corrective term to 

                                                        
1 See this Supplemento, A. II, no. 2-3, 1936 (L'ostracismo al coefficiente di correla-
zione?). 
2 See my note Spazi astratti metrici (DM), «Atti Accad. Pontificia», A. LXXXIII, 
sess. VI, 1930. 
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be added to M(X).M(Y) is the inner product of the representative vec-
tors of X and Y, that is σ(X)σ(Y) cos α(X, Y). 

Zero correlation means orthogonality; instead, positive or nega-
tive correlation means that α is respectively acute or obtuse; the ex-
treme cases r = ±1 say that α = 0 and α = π, respectively, or rather that 
the two vectors (and therefore the random variables, up to a positive 
constant) only differ by a multiplicative constant, which may be, re-
spectively, either positive or negative. 

Many well known properties of metric spaces can suggest im-
ages of help in studying and solving various problems. Every random 
variable Y can be decomposed into two components, one correlated 
with X (the parallel component) and one uncorrelated with X (the or-
thogonal component). More generally, given n random variables X1, 
X2, ... , Xn that are linearly independent (that is, such that there are no 
coefficients a0, a1, a2, ... , an for which a0 = a1 X1 + a2 X2 + ... + an 
Xn), we can express them as linear combinations of n uncorrelated 
random variables Y1 Y2 ... Yn with unit average standard deviation (or-
thogonal unit system) with M(Yi) = 0, σ(Yi) = 1, r(Yi, Yj) = 0 (i ≠ j), 
while for σ the usual expression of the vector’s modulus holds. 

If α(X, Y) is the angle between two random variables X and Y, a 
third random variable Z cannot form two arbitrary angles α(X, Z) and 
α(Y, Z), but we must have (obviously, if we think of the geometric 
picture) α(X, Y) ≤ α(X, Z) + α(Y, Z) ≤ 2 π – α(X, Y)vii we have the ex-
treme case α(X, Z) + α(Y, Z) = α(X, Y) if and only if Z = aX + bY, a > 
0, b > 0 (the coplanar vector, included in the concave angle between 
the two vectors), and the other α(X, Z) + α(Y, Z) = 2 π – α(X, Y) if and 
only if Z = –(aX + bY) a > 0, b > 0 (the aforementioned condition ap-
plied to minus the same vector). This shows that there are some con-
straints for the degrees of pairwise correlation among different ran-
dom variables. In particular, if three random variables are all equally 
correlated, since - two by two - they are unable to form an angle big-

ger than 
2π
3  (that is equal to 120°), the correlation coefficient cannot 

be smaller than -½. 
Analogous constraints subsist for four or more random vari-

ables, and it may be interesting to extend the preceding search to the 
case of several random variables with equal pairwise correlations. So, 
let’s consider n equally-correlated random variables X1, X2 ... Xn; for 
convenience we suppose that they have a zero mathematical expecta-
tion and the same standard deviation σ (this alters the moduli but not 
the angles of the vectors!).We will show that, under this hypothesis, 
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the necessary and sufficient condition for the correlation coefficient to 
reach the least possible common value is that ΣXi = 0. In fact, setting Y 

= 
1
n ΣXi, Xi = Xi – Y: if Y ≠ 0, we get a new set of n equally-correlated 

random variables Y1, Y2 ... Yn with a smaller correlation coefficient. We 
will now prove this. In the first place it can be seen that Y is uncorre-
lated with every Yi; let’s prove this for Y1: 
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(where Σ' stands for the sum extended to the terms with i ≠ j); 
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and this, given that, M(Y) = M(Yi) = 0, implies r(Y, Y1) = 0. 
Therefore M(Yi Yj) = M(Xi Xj) – σ2(Y) (in fact Xi Xj = (Yi + Y) (Yj + 

Y) = Yi Yj + Y(Yi + Yj) + Y2, and the second term has M = 0), and in par-
ticular for i = j 
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where σ0 = σ(Y), while for i ≠ j, M(Yi Yj) = σ2r – σ0
2. 

Thus we have 
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If Σ Xi = 0 we have σ2(Σ Xi) = 0, 
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we thus get the least level of r and the proof that the condition ΣXi = 0 
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is also sufficient. 
This reasoning becomes intuitive if we think about its vector in-

terpretation: n vectors of Sn, in order to form – two by two – the same 
angle (as large as possible), must have the same direction of the rays 
that connect the centre O of an equilateral simplex to its vertexes; the 

angle α of two of these vectors is given by cos α = – 
1

n – 1. Therefore, 

if we have an infinite set of random variables X1 X2... Xn ... (or a set 
that can be made arbitrarily large, e.g. by multiplying the “observa-
tions” of a phenomenon), they cannot be equally correlated unless they 
are uncorrelated or positively correlated; this conclusion can be inter-
esting because it shows a deep intrinsic difference between the possi-
bilities that a positive correlation and a negative correlation may ap-
pear. However, more than for the question’s intrinsic interest, the 
analysis of the present problem is intended to give an example of the 
usefulness of vector interpretation in suggesting procedures and calcu-
lations and making them intuitive. In this regard, we still have to ob-
serve that the simple procedure showing that r(X, Y) can assume all the 
values between –1 and +l was also suggested by a geometrical consid-
eration. Given two unit orthogonal vectors, u and v, it is obvious that u 
cos α + v sin α is a unit vector that forms an angle α with u. 

6. ― Instead of using the same vector to represent all the random 
variables whose difference is given by a certain constant, we can adopt 
a representation in which only the coincident random variables are rep-
resented by the same vector. If, as the distance d'(X, Y) between the 
random variables X and Y, instead of σ(X – Y), we consider M(X – Y)2

, we have d'(X, Y) = 0 if and only if X = Y. However, this representation 
is not totally new: since 

  222 )]([)]([)( XσXMXM +=  (20)

we can immediately see that every vector of the new space S' can be 
decomposed in two components that are orthogonal to one another: the 
first component represents a fixed number (that is X̄), the other a ran-
dom variable with zero mathematical expectation. In other words, writ-
ing X = X̄ + (X – X̄) the two components X̄ and X – X̄ are orthogonal. 
The first is a pure fixed number, or rather the component along the 
“axis of real numbers”, and its “modulus” is the “modulus” or “abso-
lute value” in the usual meaning (|X̄|); for the second component we 
have (by definition) M(X – X̄)2 = σ2(X), so that the hyperplane orthogo-
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nal to the axis of real numbers is the space S considered in the preced-
ing section; we can therefore think of it as the projection of the space S' 
(X and Y are represented on the same vector of S if X – Y = α, that is X 
– Y is parallel to the axis of real numbers along which the projection is 
made). 

Therefore, the observation of Pietra (3) that the relationship be-
tween M(X2), M(X) and σ(X) is graphically translatable into the theo-
rem of Pythagoras, assumes a precise geometric meaning in S': the 
quadratic average M(X2) is the modulus of the vector representing X, 
while M(X) and σ(X) are the moduli of the two orthogonal components 
X̄ and X – X̄. 

7. ― It may be of interest to add some remarks on special cases. 
The simplest case, that of events, introduces the notable particu-

larity that, for these, zero correlation implies stochastic independ-
ence. Let E' and E" be two events and E = E'E" their simultaneous 
occurrence. The probabilities are p' = P(E'), p" = P(E"), p = P(E), 
and the standard deviations are σ' = p'q', σ'' = p''q'' (as usual, q' = 
1 – p', q" = 1 – p''). We thus have p = p'p" + r σ'σ'' and p = p' p'' viii 
(stochastic independence) if and only if r = 0. In general, the equiva-
lence between the two concepts of zero correlation and independence 
subsists when each of the two random variables X and Y is allowed to 
assume only one out of two possible values, x1 and x2, yl and y2 
(strictly speaking: if they “coincide” with two random variables X' 
and Y' that have such a property: X =·  X', Y =·  Y'). In any other case 
(we will soon prove it) the concept of independence is actually more 
restrictive than that of no correlation. 

In the case of events, we can give a formula for r that reveals its 
meaning from another point of view. Let p'(1 + ρ) be the probability 
P(E'/E") of E' conditioned by E': then ρ = 0 in the case of independ-
ence, ρ > 0 and ρ < 0, respectively, in the case of positive or negative 
correlation. In addition P(E"/E') = p"(l + ρ) (in essence, this gives 
Bayes theorem). We can thus write 

  ''σ'σr''p'pρ''p'pp +=+= )1(  (21)

so that 

                                                        
3 See this Supplemento, A. II, no. 2-3, 1936 (Il teorema di Pitagora e la 
Statistica). 
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  ''p'pρ''σ'σr =  (22)

In addition, if (using “Ē ” to denote the negation of “E”) we set 

 ),1(),(),(),( τ''q'qq''E'EPq''EP''q'EP'q +==== (23)

we obtain 

  ''σ'σr''q'qτ''q'qq +=+= )1(  (24)

and thus 

  ''q'qτ''σ'σr =  (25)

By multiplying these two expressions we obtain 

 ,''q''p''σ,'q'p'σ,''q''p'q'pτρ''σ'σr === 2222 but (26)

 τρr =2finallyand  (27)

(and we immediately see that the sign of r is equal to that of ρ and τ, 
which necessarily have the same sign). Therefore, the correlation coef-
ficient expresses the geometric mean of two coefficients: the coeffi-
cient of increase (or decrease) of the probability of an event occurring 
if the other occurs and the coefficient of increase (decrease) of the 
event not occurring, if the other does not occur.  

Another related remark is that, once the probabilities p' ad p" 
have been assigned, the correlation coefficient r cannot vary between 
–1 and +1, but only between – p' p" / q' q" and + p' q" / q' p" (under 
the hypothesis that p' < p", p' + p" ≤ l; in the other cases we should ex-
change p' with p" and the p-s with the q-s, respectively). The lower 
bound is –1 only if p' + p'' = 1, the upper bound is +1 only if p' = p'' 
and thus only for p' = p'' = ½ are the two bounds ±1. But the two lim-
its, let’s call them rl ad r2, may be close to zero (it is sufficient to take a 
very small p'); more generally, once we arbitrarily choose rl and r2, 
provided, as it is necessary, that –1 ≤ rl < 0 < r2 ≤ 1, we can determine 
p' and p'' in such a way that 

  ''p'q''q'pr''q'q''p'pr /,/ 21 +=−=  
(28)

(the solution is unique, and is given by p' = – rl r2 / (1 – rl r2), p'' = 
– r2 / (r2 – rl)). 

8 ― The conclusions we reached in the special case of “events” show 
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that, in general, when the probability laws of two random variables X 
and Y have been assigned, it is no longer possible for r(X, Y) to assume 
an arbitrary value between –1 and +1; after all it is obvious, since we 
must have X = a Y + b (a > 0) and X = a Y + b (a < 0), that the two 
bounds can be reached only if the two distribution functions Φ1 and Φ2 
are, respectively, similar (Φ1(ξ) = Φ2(aξ + b), a > 0), “anti-similar” 
(Φ1(ξ) = = 1 – Φ2(aξ + b), a < 0), or (in order to attain both bounds) 
similar and symmetrical (Φ1(ξ) = Φ2(aξ + b) = 1 – Φ2(–aξ + b)). 

In general, the two extreme values r1 and r2 can be achieved if we 
consider the two extreme cases in which one of the two random vari-
ables X and Y is a decreasing or increasing function of the other; in the 
latter case, if X assumes the value ξ such that Φ1(ξ) = t, Y assumes the 
value η such that Φ2(η) = t; in the opposite case, to ξ such that Φ1(ξ) = t 
corresponds η such that Φ2(η) = 1 – t. Using ξ(t) and η(t) to denote the 
values for which we have, respectively, Φ1(ξ) = t and Φ2(η) = t (inverse 
functions), the correlation coefficients for the two extreme cases we 
considered are 
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provided that we consider “normalized” X and Y so that their mathe-
matical expectation is zero and their average standard deviation is 
equal to 1. (4)  

To show that the cases considered truly achieve the extreme val-
ues r2 and rl, first of all, observe that, if the support of the probability 
distribution in the plane ξ, η consisted of two points ξ1, η1 and ξ2, η2 
with ξ2 > ξ1 but η2 < η1 , to which we assign equal probability, then the 
correlation would increase by the quantity p(ξ2 – ξ1) (η1 – η2) if we dis-
place the support of the two probabilities to the points ξ2, η1 and ξ1, η2, 
and this does no change the distributions Φ1 and Φ2. Except for some 
further refinement and corrective terms that can be made negligible, 
the same reasoning holds for probabilities not concentrated in exactly 
the two points ξ1, η1 and ξ2, η2, but supported in their neighborhood. As 
long as ξ(t) is not equal to η(t), we can increase r with the above-
mentioned inversion procedure, and analogously we can diminish r un-
til ξ(t) is equal to η(1 – t). 

                                                        
4 Note that ∫ ξη dt can be interpreted as cosine of the angle between the two functions 
ξ and η in the functional space, so that the upper bound of cos(X, Y) is the cosine of 
ξ(t) and η(t) in the functional space. Similar considerations for the minimum link the 
metric for the space of random variables to the functional space. 
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Finally, we close by completing a proof we left unfinished: that 
zero correlation and independence coincide only if both Φ1 and Φ2 
have all their probability mass concentrated on two points. Let’s 
choose a value a (between 0 ad 1) in such a way that 
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corresponds to ξ(t). 
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and, as a varies between 0 and 1, r(a) varies continuously between the 
extremes r2 and r1. For a certain value a = a0 we have r(a0) = 0. We 
immediately see that such a distribution, is uncorrelated and does not 
coincide, except in the case mentioned earlier, with the distribution in 
the case of independence. We can also note that, for every r between r1 
and r2, the distribution is unequivocally determined for Φ1 and Φ2 hav-
ing probabilities concentrated in only two points, while in any other 
case we have infinite solutions. 

9. ― In this note I have always used the term “correlation” in the 
meaning pertaining to the “correlation coefficient”. But, as we noted at 
the beginning, this term has been used with many different meanings, 
and there are different opinions on the terminology that would be best 
to adopt to avoid any possible misunderstanding. We will briefly ex-
amine the matter, the proposals that have been made and those that 
could be made. 

As noted, one of the meanings in which the term “correlation” has 
been used is that corresponding to the “stochastic dependence” of the 
calculus of probabilities; to measure degrees of “dependence” (or 
rather, as it is always better to say when dealing with indices, “to de-
termine a number that gives an idea of such a degree of dependence”) 
involves defining an index with the property that its extreme values are 
assumed in the two extreme cases in which X and Y are stochastically 
independent or are functions one of the other, and intermediate values 
in the other cases, closer to this or that extreme, depending on how 
strict, based on a certain (largely arbitrary) criterion, this dependence 
is. Unlike the correlation coefficient r, whose basic element is the sign, 
the dependence index can only vary between 0 and 1 (when functional 
independence and dependence corresponds to the values 0 and 1). 
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As regards the terminology, we could: 
• decide to preserve the term “correlation” in the sense of “stochastic 

dependence” in which it was improperly used, on the other hand 
agreeing to abandon it in every different sense; or 

• use the term “dependence”, adding on the specification “stochastic”, 
as is the usage in the calculus of probabilities; or finally 

• introduce a new and different term. 

This last solution seems the best, because the term “correlation” is 
more appropriate in the sense in which we used it here, while that of 
“dependence”, if we don’t want always add the term “stochastic”, may 
often cause ambiguity with the concept of functional dependence. This 
drawback has become a sensitive issue since for some time now, in the 
calculus of probabilities, we apply both meanings of dependence to 
random variables; besides, it is not desirable for such disparate notions 
to be denoted by the same word, leaving to an adverb the duty to dis-
tinguish between them. This solution is appropriate when we need to 
distinguish between several particular variants of the same notion, as in 
the locutions “linearly dependent”, “algebraically dependent”, that re-
fer to particular aspects of “dependence” in only one sense, that of the 
analysis. 

However to find a new word is not an easy task. On the one hand 
we want a word that makes the meaning intuitive, as is necessary since 
the term refers to a concept of current use among practitioners (for in-
stance, in the insurance industry) and should become part of every day 
language. On the other hand, the word should enjoy many of the gram-
matical possibilities that are intrinsic in the word dependence and that 
are useful, if not necessary, in the calculus of probabilities. In fact it 
generates, both for the affirmation and for the negation, the name, 
verb, adverb, and adjective, usable in transitive or reflexive sense (see 
the following table) 

X dependent on Y  X independent of Y  
X and Y (mutually) dependent X and Y (mutually) independent 
dependence independence 
X depends on Y  X does not depend on Y 
X, dependently on Y,  X, independently of Y, 

The term “connection”, proposed by Gini and Pietra, gives the adjec-
tive connected that may be used in both ways (connected (among 
themselves), and connected with), but the verb and it’s negation seem 
to me unusable (to connect, disconnected). As for the meaning, con-
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nection recalls something rigid, and to say that some risks are con-
nected does not seem to me well suited to the idea. 

One could propose “influence” (influenced by, influencing, mutu-
ally influencing, influences, they influence each other); as regards the 
meaning, I would consider such a word as the ideal solution, because it 
renders impeccably the precise meaning of “stochastic dependence”, 
but it has the serious defect of not possessing a negated form: the nega-
tion with the “not” (mutually not influencing, etc.) would be rather 
heavy, even more than mutually influencing. 

One could propose “tie” (tied (to each other), tied to) that has 
grammatical deficiencies analogous to those of “connection”, but it 
seems to me more consistent with the meaning: “to tie” is to unite but 
in more elastic way than “to connect”. Besides, saying for instance that 
two risks are tied to each other, it seems to me that the meaning is clear 
independently of the possible convention to introduce such a terminol-
ogy in the scientific language. After all, the French already use the 
term “loi liée” to point out the probability distribution of a random 
variable corresponding to a certain value of another: if such a random 
variable is said to be “tied to”, the expression “tied to distribution” 
(translation of “loi liée”) would be by itself connected to the term ex-
plaining the general concept. 

As a final comment, we may remark that “correlation” (which we 
have excluded for reasons of another nature) would not be grammati-
cally opportune. 

Does some other appropriate but flexible word exist for our pur-
poses? It would be worthwhile to look for it before taking a decision: 
however, having to choose among the terms considered, I would give 
my preference to one of the last two (influence or tied to). 

10. ― The other meaning is that for which Gini and Pietra have pro-
posed the term “concordance” (respectively, discordance, indiffer-
ence). Such a concept is analogous to, but more general than, that of 
strict correlation (corresponding to r). It is analogous because it con-
cerns the tendency of a random variable to generally assume a greater 
or smaller value according to the greater or smaller value assumed by 
the other. We thus have to distinguish the direction (concordance or 
discordance) as in the case of correlation (positive or negative). But the 
concept of concordance is more general because it generically covers 
all the aspects under which such a tendency can be considered and 
studied (aspects that can be measured by other indices that have been 
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proposed ― as those of omofilia). 
Given the role that the correlation coefficient r plays in the calcu-

lus of probabilities (which I have tried to shed some light on), I believe 
that it would be a good idea to follow the proposal of Gini - Pietra by 
adopting the term “concordance” for the general meaning, but reserv-
ing that of “correlation” only for the meaning corresponding to r. Oth-
erwise the term “positively correlated” would not have any defined 
meaning, because it is not necessarily the case that another index of 
concordance must always take a positive, negative or zero value de-
pending on whether r is positive, negative or zero. 

Instead, according to Fréchet, it would be a good idea to call r 
“index of linearity” (he would reserve the term “correlation” for the 
meaning of “stochastic dependence”). However, such a terminology 
would not allow us to deduce the equivalent of the expressions “corre-
lated”, “positively or negatively correlated”, “not-correlated”, terms 
that, as we have seen, are essential in the calculus of probabilities. Be-
sides, it seems to me that it corresponds to a rather limited idea of the 
meaning of r, that would indicate only the tendency towards a “linear 
regression”. Instead, the fundamental meaning of r, which we have 
tried to shed light on, is completely independent of whether the prob-
ability distribution tends to be concentrated along a given line, and of 
whether this, when it exists, is a straight line or a curve. The only dif-
ference is that, if such line is straight, r can give an idea of the accumu-
lation of the distribution around it; if such line does not exist, no mis-
understanding can arise, while if it exists and is curved we need to be 
warned that r does not allow the conclusion that subsisted in the case 
of linear regression. 

11. ― One final remark is in order. Its purpose is to clarify that a con-
cordance index can have a sign different from that of r, and to suggest 
what seems to me the simplest and most intrinsically meaningful index 
of concordance (which has not yet been considered, as far I know). To 
express it in the simplest way, let us consider a particular case: given 
the distribution of marriages according to the ages of the consorts, let 
us consider the probability that, choosing two couples at random and 
independently, the younger girl is the wife of the younger boy. Indicat-
ing by X1 and Yl, X2 and Y2 the age of the bridegroom and his bride in 
the two couples, we have to consider the probability c that 

  ,0))(( 2121 >−− YYXX  
(32)
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and, if φ(x, y) dx dy is the probability that the ages of the consorts are 
between x and x + dx, y and y + dy, respectively, we can write 

  ηdξddydxηξφyxφc
C

),(),(∫=  
(33)

where C is the domain defined by (x – ξ) (y – η) > 0, which is bounded 
by the planes x = ξ, y = η. We can consider c as an index of concor-
dance: we would have concordance, discordance or indifference if c is 
greater than, smaller than or equal to ½, respectively; we would have c 
= 1 and c = 0 only in the extreme cases in which the age of the bride is 
an increasing or decreasing function, respectively, of the bridegroom’s 
age. 

It is easy to see that c does not necessarily have the same sign as 
r: it is sufficient to note that c remains unchanged if we substitute X 
and Y with two increasing functions, f (X), g(X) (in fact, in this case [f 
(X1) – f (X2)] [g(Y1) – g(Y2)] has the same sign as [X1 – X2] [Y1 – Y2]) 
while r(X, Y) and r[f(X), g(Y)] may well have different signs (5). 

Despite the difference of behavior, c and r share a common mean-
ing that it is worth explaining. If, besides the sign, we also want to 
consider the value of (X1 – X2) (Y1 – Y2), to give a weight proportional 
to the differences X1 – X2 and Y1 – Y2, we should substitute the integral 
for c with the following 
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and it is easy to see that this expression is equal to 

  .),()()(2 YXrYσXσ  (35)

Therefore, the meaning of c can be considered analogous to the mean-
ing of r, when we observe the direction of the inequalities but omit 
their order of magnitude. 

                                                        
5 For instance, if the possible values for (X, Y) are 
 (–1,1) with probability 1/4 
 (0, –1)  “ “ 1/2 
 (a, 1)  “ “ 1/4 
we have r(X, Y) = 0 when a = 1; changing a (between 0 and ∞, extremes excluded), 

that is by substituting X with its increasing function ga (X) = X + 
a – 1

2  X (X + 1), 

we get r > 0 when a > 1, r < 0 when a < 1. 
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Editors’ notes 
                                                        
i Since the quadratic function σ2(Zt) = at2 + bt + c must always be non negative, its 
discriminant, D = b2 – 4ac, must be non-positive. In this case, a = σ2(Y), b = 2M(X – X̄) 
(Y – Ȳ), c = σ2(X). By substituting these values in b2 – 4ac ≤ 0, the Author gets the 
inequality (5). The Italian version has an incorrect |M[(X – X̄)(Y – Ȳ)]| < σ(X)σ(Y). 
We corrected the typo. 
ii If, in Equation (1), n ≡ 2, aij ≡ 1, Xi ≡ X, Xj ≡ Y, then Z = XY. In this case, Equation 
(3) gives M(XY) = X̄Ȳ + M[(X – X̄)(Y – Ȳ) = M(X)M(Y) + M[(X – X̄)(Y – Ȳ). Substitut-
ing Equation (6) in the last expression gives Equation (7). 
iii If r(X, Y) = r = ±1 in (11) then Y = ±X in (9). 
iv If r(X, Y) = ±1 then M[(X – X̄)(Y – Ȳ) ]= ±σ(X)σ(Y) in (4). Therefore, by using the 
notation introduced in endnote i, b = 2M(X – X̄) (Y – Ȳ) = ±2σ(X)σ(Y) and t = (–b 
± b2 – 4ac)/(2a) = [+̄2σ(X)σ(Y)]/[2σ2(Y)] = +̄σ(X)/σ(Y). 
v The Italian version has an incorrect X – Ȳ =·  k(Y – Ȳ). We corrected the typo. 
vi This formula follows from (8), page 6. 
vii The Italian version has an apparently incorrect π – α(X, Y). We corrected the typo. 
viii  The Italian version has an incorrect p = p p''. We corrected the typo. 


	1 . ― In the case of “correlations”, as indeed is often the case, many discussions arise from confusion between different concepts. For a long time we have seen papers demonstrating and repeating that is necessary to distinguish between the concept of “correlation” that is measured by the “correlation coefficient” r (of Bravais), and the concept of “stochastic dependence” defined in probability theory. If the need to clarify this point is so widespread, it certainly means that the confusion was also pretty widespread, probably because the two concepts are equivalent in the case of Gaussian distributions and we have the unjustified and harmful habit of considering the Gaussian distribution in too exclusive a way, as if it represented the rule in almost all the cases arising in probability and in statistics, and as if each non-Gaussian distribution constituted an exceptional or irregular case (even the name of “normal distribution” can contribute to such an impression, and it would therefore perhaps be preferable to abandon it). 
	2 . ― Given a random variable X, we indicate by M(X) the “mathematical expectation” and by σ(X) =   the “standard deviation”, as usual. 
	3 . ― In fact, given two random variables X and Y, let us consider their linear combination Zt = X + tY, where t is a real number. We have
	4 . ― On the other hand, the extreme cases r(X, Y) = ±1 imply that X and Y are linearly dependent.  Indeed, in this case the equation σ2(Zt) = 0 has in fact the root t = ±   = k (sign – or + depending on whether r = +1 or r = –1).  But for the random variable to have a zero standard deviation, the probability of a deviation, greater than an arbitrarily small ε, from the mathematical expectation, must be equal to zero, that is, if we accept the extended principle of total probabilities (i.e. extended to countable classes), the random variable is equal to its mathematical expectation with probability 1. It follows that, in our case, if the probability is not zero then Zt =  , that is X –   = k(Y –  ). 
	5 . ― I will not dwell on the meaning of “correlation coefficient” as a statistical index of “concordance”, an aspect which has been often illustrated, including recently in these pages by Pietra ( ); after all, the formula for M(X Y) contains the whole mathematical aspect of such a meaning. 
	6 . ― Instead of using the same vector to represent all the random variables whose difference is given by a certain constant, we can adopt a representation in which only the coincident random variables are represented by the same vector. If, as the distance d'(X, Y) between the random variables X and Y, instead of σ(X – Y), we consider  , we have d'(X, Y) = 0 if and only if X = Y. However, this representation is not totally new: since
	7 . ― It may be of interest to add some remarks on special cases. 
	8  ― The conclusions we reached in the special case of “events” show that, in general, when the proba bility laws of two random variables X and Y have been assigned, it is no longer possible for r(X, Y) to assume an arbitrary value between –1 and +1; after all it is obvious, since we must have X = a Y + b (a > 0) and X = a Y + b (a < 0), that the two bounds can be reached only if the two distribution functions Φ1 and Φ2 are, respectively, similar (Φ1(ξ) = Φ2(aξ + b), a > 0), “anti-similar” (Φ1(ξ) = = 1 – Φ2(aξ + b), a < 0), or (in order to attain both bounds) similar and symmetrical (Φ1(ξ) = Φ2(aξ + b) = 1 – Φ2(–aξ + b)). 
	9 . ― In this note I have always used the term “correlation” in the meaning pertaining to the “correlation coefficient”. But, as we noted at the beginning, this term has been used with many different meanings, and there are different opinions on the terminology that would be best to adopt to avoid any possible misunderstanding. We will briefly examine the matter, the proposals that have been made and those that could be made. 
	10 . ― The other meaning is that for which Gini and Pietra have proposed the term “concordance” (respectively, discordance, indifference). Such a concept is analogous to, but more general than, that of strict correlation (corresponding to r). It is analogous because it concerns the tendency of a random variable to generally assume a greater or smaller value according to the greater or smaller value assumed by the other. We thus have to distinguish the direction (concordance or discordance) as in the case of correlation (positive or negative). But the concept of concordance is more general because it generically covers all the aspects under which such a tendency can be considered and studied (aspects that can be measured by other indices that have been proposed ― as those of omofilia). 
	11 . ― One final remark is in order. Its purpose is to clarify that a concordance index can have a sign different from that of r, and to suggest what seems to me the simplest and most intrinsically meaningful index of concordance (which has not yet been considered, as far I know). To express it in the simplest way, let us consider a particular case: given the distribution of marriages according to the ages of the consorts, let us consider the probability that, choosing two couples at random and independently, the younger girl is the wife of the younger boy. Indicating by X1 and Yl, X2 and Y2 the age of the bridegroom and his bride in the two couples, we have to consider the probability c that
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