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Abstract. Let Ω be a Borel subset of SN where S is countable. A measure is
called exchangeable on Ω, if it is supported on Ω and is invariant under every Borel

automorphism of Ω which permutes at most finitely many coordinates. De-Finetti’s

theorem characterizes these measures when Ω = SN. We apply the ergodic theory of
equivalence relations to study the case Ω 6= SN, and obtain versions of this theorem

when Ω is a countable state Markov shift, and when Ω is the collection of beta

expansions of real numbers in [0, 1] (a non-Markovian constraint).

§0 Introduction

Exchangeability. De-Finetti’s theorem says that if a stochastic process {Xn}n≥1

is exchangeable, i.e. all finite permutations {Xπ(n)} of {Xn}n≥1 are distributed like
{Xn}, then it is distributed as a mixture of i.i.d. distributions.

Here is a seemingly stronger, but equivalent formulation: Let K be the collection
of all bi-measurable bijections κ : A → B (A,B ⊆ SN Borel) for which for every
x κ(x) is some finite permutation1 of x; then any Borel probability measure m on
Ω := SN such that m ◦κ|Dom (κ) = m|Dom (κ) for all κ ∈ K is an average of Bernoulli
measures.

De-Finetti’s theorem is instrumental in statistical modeling of sequential sam-
pling, because it determines the form of joint distributions whenever the sam-
pling order is unimportant. But sometimes the sampling order is subject to non-
permutation invariant deterministic constraints. In these cases the joint distribution
cannot be assumed to be exchangeable. Nevertheless, one can still ask for ‘the most
exchangeable’ compatible distributions.

There are various ways to formalize this. In this paper we use the following:
Let Ω be a Borel subset of SN (thought of as the space of realizations of {Xn}n≥1

subject to a collection of deterministic constraints), and set K(Ω) := {κ ∈ K :
Dom (κ), Im (κ) ⊆ Ω}. A Borel measure m on Ω is called exchangeable on Ω if
m◦κ|Dom (κ) = m|Dom (κ) for all κ ∈ K(Ω). When Ω = SN, this reduces to the usual
notion of exchangeability.

This definition of exchangeability is the one used by Petersen & Schmidt in the
context of finite state Markov shifts [Pe-S], but is not equivalent to the definition
of ‘partial exchangeability’ introduced by Diaconis & Freedman in the context of
topological Markov shifts [D-F]. (Topological Markov shifts are sample spaces of
Markov chains, see §3 below.)

c©2004.
1A permutation π is called finite if its support {s : π(s) 6= s} is finite.
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The shift invariant exchangeable measures for two sided finite state topological
Markov shifts were determined by Petersen & Schmidt [Pe-S]. The exchangeable
measures for a one sided finite state topological Markov shift were determined
by Aaronson, Nakada, Solomyak & Sarig in [ANSS1]. The partially exchangeable
measures for countable state Markov topological shifts were determined by Diaconis
& Freedman [D-F].

Aim. This paper describes exchangeable measures on Ω ⊂ SN, |S| ≤ ℵ0, in the
following cases:

(1) Markov Constraints: Ω is a one-sided countable state topological Markov
shift (i.e. the sample space of a countable state Markov chain, see §3);

(2) A Non-Markov constraint: Ω is a β–shift (i.e. the collection of all (greedy)
β-expansions of real θ ∈ [0, 1], where β > 1, see §7). The motivation for
studying β–shifts comes from number theory (see [Re], [Pa], [Schw] and
references therein).

Our results apply to probability measures as well as to locally finite infinite measures
(see below). Such measures appear naturally in our context, because the state space
S is infinite.

We give a brief outline of our approach.

Equivalence relations. The sets Ω considered above are shift invariant: T (Ω) =
Ω, where T is the left shift map T (x1, x2, . . . ) = (x2, x3, . . . ). We will use the
language of equivalence relations reviewed below to formulate the exchangeabil-
ity property in terms of some natural equivalence relations associated with certain
skew–products over T (see [Pe-S], [ANSS] and below). This will allow us to bring
in some tools from ergodic theory and thus bypass some of the combinatorial com-
plications a direct approach would have encountered.

Let (X,B(X)) be a standard measurable space. An equivalence relation on X
is a set R ⊆ X × X such that the relation x ∼ y ⇔ (x, y) ∈ R is an equivalence
relation. An equivalence relation is called Borel if R ∈ B(X)⊗B(X), and is called
countable if all its equivalence classes Rx := {y : (y, x) ∈ R} (x ∈ X) are countable.
Take as an example a countable discrete set S, a Borel set Ω ⊆ SN with the relative
product topology, and B(Ω) the Borel σ–algebra. The following set is a countable
Borel equivalence relation on Ω:

E(Ω) := {(x, y) ∈ Ω× Ω : x, y differ by a finite permutation}.

We later refer to E(Ω) as the exchangeable relation of Ω.
A bi-measurable bijection κ defined on some A ∈ B with image B ∈ B is an

R-holonomy if (x, κ(x)) ∈ R for any x ∈ A. We write in this case A R→ B.
A function F : X → R is called R–invariant, if it is invariant under all R–

holonomies. A measure m is called R–ergodic, if all measurable R–invariant func-
tions are equal a.e. to a constant. Every R–invariant measure can be decomposed
into ergodic components, see §1 for details.

A measure on (X,B(X)) is called R–invariant, if m ◦ κ|Dom (κ) = m|Dom (κ)

for all R–holonomies κ (with domain Dom (κ)). The collection of E(Ω)–invariant
measures is exactly the collection of exchangeable measures on Ω.
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Exchangeability, Skew-Products, and Tail Relations. We represent the ex-
changeable relation in terms of T : Ω → Ω. Fix a0 ∈ S, consider the (additive)
Abelian group

ZS\{a0}
0 := {x ∈ ZS\{a0} : all but finitely many coordinates of x are zero}

equipped with the discrete topology, and define F \ : Ω → Zα\{a0}
0 by

F \(x0, x1, . . . )a := δa,x0 .

Let F \k := F \ +F \ ◦ T + · · ·F \ ◦ T k−1. These count the appearances of elements of
S in the first k symbols of x. It is routine to verify that the exchangeable relation
is the same as

T(T, F \) := {(x, y) ∈ Ω× Ω : ∃k ≥ 0 s.t. T kx = T ky and F \k(x) = F \k(y)}.

It follows that exchangeability is the same as T(T, F \)–invariance.
In order to study T(T, F \), we represent it in terms of the tail relation of a

suitable transformation. This is done using standard abstract ergodic theoretic
constructions which we now review. Let X be a standard space.

(1) Tail relations: Let T : X → X be a measurable, locally invertible transfor-
mation on X. The tail relation of T is

T(T ) := {(x, y) ∈ X ×X : ∃ k ≥ 0 s.t. T kx = T ky}.

DefineX0 := {x ∈ X : x is not eventually periodic}. The grand tail relation
of T is the equivalence relation

G(T ) := {(x, y) ∈ X0 ×X0 : ∃k, ` ≥ 0 s.t. T kx = T `y}.

(2) Orbit cocycles: Let R be a countable Borel equivalence relation on X and
G an Abelian topological group. A Borel function Ψ : R → G is called an
R–cocycle if

Ψ(x, z) = Ψ(x, y) + Ψ(y, z) whenever (x, y), (y, z) ∈ R.

Any F : X → G gives rise to the following T(T ) and G(T )–cocycles (which
abusing notation we denote by the same symbol):

F̂ (x, y) := Fk(y)− Fk(x), (x, y) ∈ T(T ) and T kx = T ky

F̂ (x, y) := Fk(y)− F`(x), (x, y) ∈ G(T ) and T `x = T ky,(0.1)

where Fk := F + F ◦ T + · · ·+ F ◦ T k−1.
(3) Skew–Products: The skew–product relation with base R and cocycle Ψ is the

following countable equivalence relation on X ×G:

RΨ :=
{(

(x, t), (y, s)
)
∈ (X ×G)2 : (x, y) ∈ R and t− s = Ψ(x, y)

}
.

Note that T(T ) bF ≡ T(TF ), where TF : X×G → X×G is the skew–product
transformation TF (x, ξ) := (Tx, ξ + F (x)).

(4) Inducing: Let R be as above and E ⊂ X be some Borel set. The induced
relation on E is R(E) := R∩(E×E). This is a countable Borel equivalence
relation on E.
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We now have the following identity:

(0.2) E(Ω) = T(T, F \) ∼= T(T )cF \ ∩ [Ω× {0}]2 = T(TF \)([Ω× {0}]2),

where the isomorphism ∼= is (x, y) ↔
(
(x, 0), (y, 0)

)
.

It is a standard fact that if R is a countable Borel equivalence relation on X
and E ⊆ X is Borel, then any R–ergodic invariant measure restricts to an R(E)–
invariant ergodic measure on E, and that any R(E)–ergodic invariant measure
arises this way (see Proposition 1.0 below).

This fact, together with identity (0.2) reduces the study of exchangeable mea-
sures on Ω to the study of T(TF \) ≡ (T(T ))cF \–invariant measures on Ω× ZS\{a0}.

Conformal measures and the Maharam construction. The previous dis-
cussion shows that the exchangeability problem can be reduced to the study of
invariant measures for the skew–product relation RΨ, with R = T(T ) and Ψ = F̂ \.
There is a standard construction, called the Maharam construction after [Ma], of
such measures.

Let R be a countable Borel equivalence relation on X, G a locally compact
polish Abelian group (e.g. ZS\{a0}), Ψ : R → G an orbit cocycle, and H : G → R
a continuous homomorphism. A measure µ on X is R–non-singular, if every R–
holonomy κ : A → B is non-singular, i.e., m ◦ κ|A ∼ m|A. An R–non-singular
measure µ is called (eH◦Ψ,R)-conformal if dµ◦κ

dµ (x) = eH◦Ψ(x,κx) a.e. on Domκ for
all holonomies κ.

The Maharam measure corresponding to a (eH◦Ψ,R)–conformal measure µ on
X is the following measure on X ×G:

dm(x, y) := e−H(y)dµ(x)dmG(y),

wheremG is a Haar measure for G. It is straightforward to check that such measures
are RΨ–invariant. Ergodicity is not guaranteed even when µ is R–ergodic.

It is instructive to interpret the Maharam measures in the special case X = Ω,
G = ZS\{a0}, R = T(T ), and Ψ = F̂ \. In this case any Maharam measure on
T(T )cF \ restricts to the measure µ× δ0 on T(T )cF \ ∩ (Ω× {0})2. The isomorphism
∼= carries this measure to µ, and identity (0.2) shows that this measure must be
exchangeable.

Thus every (eH◦F
\

,T(T ))–conformal measure is exchangeable. In this paper we
study the other direction: starting with an arbitrary exchangeable measure, we ask
to what extent can it be constructed from conformal measures. We do this for two
particular choices of Ω: countable Markov shifts, and sets of β–expansions.

Programme. For the sets Ω described above we shall do the following:
(1) Establish the existence of conformal measures, and identify them;
(2) Characterize their T(T, F \)–ergodicity;
(3) Show, or find sufficient conditions for T(T, F \)–invariant ergodic measures

to be ergodic conformal measures when restricted to their support.
We compare the Markovian and non-Markovian situations. The study of con-

formal measures in the non-Markovian case (β–expansions) requires different tools
than in the Markovian case (countable Markov shifts). There is however a common
thread in part (3).
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Rather than showing that T(T, F \)–ergodic invariant locally finite measures are
conformal, we show that T(T )cF \–ergodic invariant locally finite measures m are
Maharam. The key step is to show quasi–invariance under all transformations of
the form Qa(x, ξ) := (x, ξ + a), as this implies the Maharam form for abstract
reasons (see the proof of Theorem 5.0 or 9.0). To do this we construct explicit
approximations to Qa by RΨ–holonomies.

The construction of the approximating holonomies depends, of course, on the
structure of the Ω in question.

Various parts of this programme make sense for more general cocycles than F \,
and a larger class of subshifts than those considered here. It is of some interest to
identify particular properties which are sufficient for our argument to work. We
therefore carry out parts of this programme in greater generality than needed for
the exchangeability per-se.

The paper is divided into three parts. In the first, we collect some terminology,
notation, and facts from the ergodic theory of equivalence relations that will be
needed in the sequel. We also solve the exchangeability problem for locally finite
infinite measures on full–shifts. In the second and third parts we treat, respectively,
exchangeable measures for countable Markov shifts, and for β–expansions.

Part I: Generalities

§1 More on equivalence relations and conformal measures

Some notions of finiteness for measures. Let (X,B(X)) be a standard mea-
surable space. The collections of probabilities, and σ-finite measures on a standard
measurable space X are denoted by P(X) and M(X) respectively. If α ⊂ B(X) is
a countable partition, we set Mα(X) := {µ ∈ M(X) : µ(A) < ∞ ∀ A ∈ α} and
call these measures α− σ-finite.

If X is equipped with a topology (generating its measurable structure), we call
µ ∈ M(X) locally finite (on X) if there is a countable cover of X by open sets, each
with finite µ-measure, and topologically σ-finite if it is locally finite on some Borel
subset of full µ-measure.

The Feldman–Moore Theorem. The definition of ergodicity and invariance
under an equivalence relation includes quantification over all holonomies. This is
unnecessary.

A collection C of R- holonomies generates R if for each (x, y) ∈ R, ∃ Φ ∈ C such
that x ∈ Dom Φ, y = Φ(x). A measure is R–invariant iff it is invariant w.r.t. to
a generating collection of holonomies. A function is R–invariant iff it is invariant
w.r.t a generating collection of holonomies.

Feldman & Moore proved in [F-M] that any countable Borel equivalence relation
is generated by a countable group of globally defined holonomies: ∃Γ a group of
Borel automorphisms s.t. R = RΓ := {(x, g(x)) : x ∈ X, g ∈ Γ}.

The ergodic decomposition. For a countable Borel equivalence relation, a set
A ⊂ X is R-invariant iff x ∈ A =⇒ Rx ⊆ A (where Rx is the equivalence class
of x). The collection of R–invariant sets forms a σ–algebra, which is denoted by
I(R). A measure µ is R–ergodic iff every A ∈ I(R) is equal to ∅ or X up to a
µ–null set. We write in this case I(R)

µ
= {∅, X}.
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A mixture of measures is a measure µ ∈ M(X) of form

µ(B) =
∫

Ω

µω(B)dν(ω) ∀ B ∈ B(X)

where (Ω,F , ν) is a σ-finite measure space, µω ∈ M(X) ∀ ω ∈ Ω and ω 7→ µω is
measurable (Ω → M(X)) in the sense that ω 7→ µω(A) is measurable ∀ A ∈ B(X).

The mixture is called finite or infinite according to whether ν(Ω) <∞ or ν(Ω) =
∞, and an average if ν(Ω) = 1. Note that an average of finite measures could also
be an infinite mixture of probabilities (see the examples after proposition 2.2). The
measures {µω : ω ∈ Ω} are called components of (the decomposition of) µ (note
that components are only specified up to ν-measure zero).

If R is a countable Borel equivalence relation, then any R-invariant µ ∈ M(X)
is an average of R-invariant, ergodic, σ-finite measures [G-S].

This reduces the problem of classifying E(Ω)–invariant measures to that of clas-
sifying ergodic E(Ω)–invariant measures.

Inducing and invariant measures. The following result is a useful property of
ergodic measures:

Proposition 1.0. If A ∈ B and µ ∈ M(A) is R(A) ≡ R ∩ (A × A)-invariant
and ergodic, then there is a unique µ ∈ M(X), R-invariant and ergodic, such that
µ|A ≡ µ.

Proof. LetR = RΓ where Γ is a countable group of automorphisms which generates
R as in [F-M]. There are γn ∈ Γ (n ≥ 1) and An ∈ B(A) so that

⋃
γ∈Γ γA =⊎

n≥1 γnAn. The required measure is µ(B) :=
∑∞
n=1 µ(γ−1

n (B ∩ γnAn)). �

Conformal measures for tail relations. The conformality property can be sig-
nificantly simplified when the underlying equivalence relation is a tail relation. Call
µ ∈ M(X) (eF , T )–conformal if µ is T–nonsingular and dµ◦T

dµ = eF . The following
proposition relates this notion to conformality w.r.t T(T ) and G(T ):

Proposition 1.1. Let (X,T ) be a measurable, locally invertible transformation of
a measurable space, let F : X → R be measurable and suppose F̂ is as in (0.1).

(1) µ ∈ M(X) is (e bF ,G(T ))- conformal iff it is T–nonsingular, its support is
G(T )-invariant and dµ◦T

dµ = eF ;
(2) If µ ∈ M(X) is G(T )–nonsingular, and dµ◦T

dµ = ceF for some constant

c > 0, then µ is (e bF ,T(T ))- conformal.
(3) If µ ∈ M(X) is (e bF ,T(T ))- conformal, T(T )-ergodic, and G(T )-nonsingular,

then ∃c > 0 constant such that dµ◦T
dµ = ceF modµ.

Proof. The first two statements are established by direct calculation. We prove the
third. By assumption, for any T(T )-holonomy K, dµ◦K

dµ (x) = e
bF (x,Kx). But also,

dµ◦K
dµ (x) = el̂og T

′(x,Kx)), where T ′ := dµ◦T
dµ . It follows that F̂ ≡ l̂og T ′ on T(T ).

We claim that h := F − log T ′ is T(T )-invariant, whence constant µ-a.e. To see
this, note first that ĥ = F̂ − l̂og T ′ ≡ 0 on T(T ). For (x, y) ∈ T(T ), we have that
hn(x) = hn(y) whenever Tnx = Tny. If Tnx = Tny, then also Tn+1x = Tn+1y
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and h(x) = hn+1(x) − hn(Tx) = hn+1(y) − hn(Ty) = h(y). Thus dµ◦T
dµ = ceF for

some c > 0. �

Finally, here is a straightforward generalization of a calculation done in §0. Define

T(T, F ) := {(x, y) ∈ X2 : ∃n ≥ 0 s.t. Tnx = Tny, Fn(x) = Fn(y)};

G(T, F ) := {(x, y) ∈ X0
2 : ∃k, ` ≥ 0 s.t. T kx = T `y, Fk(x) = F`(y)}.

(1.0)

Proposition 1.2. Let G be an Abelian topological group and F : X → G mea-
surable. If µ ∈ M(X) is G(T )-non-singular and dµ◦T

dµ = ceH◦F modµ where
H : G → R is a homomorphism and c > 0, then µ is T(T, F )-invariant.

The proof of proposition 1.2 is immediate from the definitions. As we shall see,
much of this paper is boils down to its converses.

The Glimm-Effros Theorem. Consider as an example the one–sided two shift,
i.e. the map T on Ω := {0, 1}N defined by T (x1, x2, . . . ) = (x2, x3, . . . ). As is
well known, there exists a unique T(T )–invariant probability measure: the ( 1

2 ,
1
2 )–

Bernoulli measure. Nevertheless, there are uncountably many non-atomic mutually
singular T(T )–ergodic and invariant σ-finite measures: Pick K ⊂ N with infinite
complement and consider the probability measure µK on ΩK := {x ∈ {0, 1}N : i ∈
K ⇒ xi = 0} obtained from the (1

2 ,
1
2 )–Bernoulli measure after the identification

ΩK ' {0, 1}N\K . Now extend it to a σ–finite ergodic invariant measure on {0, 1}N

using Proposition 1.0.
The same phenomena occurs for a general countable Borel equivalence relation,

as soon as it admits a non-atomic ergodic invariant measure, as explained below.
Recall that any countable Borel equivalence relation is of the formRΓ := {(x, g(x)) :
x ∈ X, g ∈ Γ} for some countable group of Borel automorphisms. We have:

Glimm-Effros theorem [E],[Gl]. Let Γ be a countable group of Borel automor-
phisms of the standard Borel space X, then either (i) X =

⊎
γ∈Γ γA for some

A ∈ B, or (ii) ∃ A ∈ B so that A ∼= {0, 1}N and RΓ ∩A×A ∼= T(T ) where T is the
shift on {0, 1}N.

If R has at least one non-atomic ergodic non-singular measure, then case (i) can-
not occur, and case (ii) must hold. But in this case there are uncountably many
mutually singular non-atomic σ–finite ergodic invariant measures, because of the
construction sketched above (see also [Schm]).

§2 Fibred systems and exchangeability

Fibred systems. It is convenient to work with measurable fibred systems, because
this setting allows to describe countable Markov shifts, β–expansions, and many
other subshifts easily.

A (measurable) fibred system is a triple (X,T, α) where X is a standard measur-
able space, T : X → X is a measurable transformation and α ⊂ B(X) is a finite or
countable partition such that:

(1)
∨∞
i=0 T

−iα generates B;
(2) for every A ∈ α, T |A : A→ TA is bi-measurable, invertible.
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If (X,T, α) is a fibred system, then for each k ∈ N, (X,T, αk) and (X,T k, αk)
are also fibred systems, where

αk :=
k−1∨
j=0

T−jα = {
k−1⋂
j=0

T−jaj , a0, . . . , ak−1 ∈ α}.

The elements of αk are called cylinders (of length k) and are denoted
⋂k−1
j=0 T

−jaj =:
[a0, a1, . . . , ak−1].

If S is countable and X ⊂ SN is a subshift, then (X,T, α) is a fibred system
where T is the shift and α := {as : s ∈ S}, as := {x ∈ X : x1 = s}. Here we
abuse notation and denote as = [s].

Let Y be a set. The memory of a function f : X → Y is the minimum k ∈ N∪{0}
so that f is αk+1-measurable (i.e. constant on each a ∈ αk+1); A function is said
to have infinite memory if it is not αk-measurable for any k ≥ 1.

Let (Y, d) be a metric space. For N ≥ 1, we say that φ : X → Y is (α,N)–
Hölder continuous on A ⊂ X if ∃ρ ∈ (0, 1),M > 0 such that x, y ∈ A ∩ αk ⇒
d(φ(x), φ(y)) ≤Mρk for all k ≥ N .

We call the fibred system (X,T, α) full if TA = X ∀ A ∈ α and we call a
probability m ∈ P(X) a (X,T, α)-product measure if

m

( n⋂
j=0

T−jAj

)
=

n∏
j=0

m(Aj) ∀ n ≥ 0, A1, . . . , An ∈ α.

Given a fibred system (X,T, α), we define π : X → αN by Tn−1x ∈ π(x)n ∈ α

and consider the subshift Σ(X,T, α) := π(X) ⊂ αN. The map π : X → αN is
injective, and we denote x = (a0, a1, . . . ) where π(x) = (a0, a1, . . . ). Eventually
periodic points of form p = (a0, a1, . . . , an, b1, . . . , bk, b1, . . . , bk, . . . ) are denoted
p = (a0, a1, . . . , an, b1, . . . , bk).

The exchangeable relation of a fibred system. The exchangeable equivalence
relation of a fibred system (X,T, α) is

E(X,T, α) := (π × π)−1E(Σ(X,T, α)).

As before E(X,T, α) = T(T, F \), where

F \ = F \,a0 : X → Zα\{a0}
0 , F \(x)a := 1a(x) (a ∈ α \ a0),

a0 ∈ α is fixed, and Zα\{a0}
0 := {x ∈ Zα\{a0} : #{s ∈ α : xs 6= 0} <∞} equipped

with the discrete topology and vector addition.
We note for future reference that {F \(x)− F \(y) : x, y ∈ X} generates Zα\{a0}

0

(this would not have been true had we worked with ZS0 ). We also note that F \ is
α–measurable.

Conformal measures for fibred systems. Recall that our plan is to relate
exchangeable measures to (T(T ), eH◦F

\

)–conformal measures for some continuous
homomorphism H : ZS\{a0}

0 → R. The following proposition relates conformality
with the property of having α–measurable derivative (compare with Proposition
1.1 above):
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Proposition 2.0. Let µ ∈ Mα(X) be G(T )-non-singular, then

(1) dµ◦T
dµ is α-measurable ⇔ dµ◦T

dµ = ceH◦F
\

for some c > 0 and some homo-

morphism H : Zα\{a0}
0 → R; and

(2) in this case, µ is E(X,T, α)-invariant.

Proof. The (⇐) implication in (1) is clear. We prove (⇒): Let c be the value of dµ◦Tdµ

on a0, and define a homomorphism H : Zα\{a0}
0 → R by H(ea) := log dµ◦T

dµ |a− log c
(this is a constant) where for every a ∈ α, (ea)b = δa,b (b ∈ α). We have dµ◦T

dµ =

ceH◦F
\

. Part (2) follows from proposition 1.2. �

Recurrence and the de Finetti-Hewitt-Savage theorem. The de Finetti-
Hewitt-Savage theorem states:

Theorem 2.1. Let (X,T, α) be a full fibred system.
(1) E(X,T, α) is ergodic with respect to any (X,T, α)-product measure.
(2) If µ ∈ P(X) is E(X,T, α)-invariant, then µ is an average of (X,T, α)-

product probability measures.
(3) If µ ∈ P(X) is E(X,T, α)-invariant, then I(E(X,T, α))

µ
= I(T(T )).

Proof. See [H-S] (also [Me] and [D-F]). �

We’ll need to consider extensions of part (2) of the theorem for σ-finite measures.
For this purpose we need the following definitions. Suppose (X,T, α) is a fibred

system, and define for every a ∈ α.

Na :=
∞∑
n=0

1a ◦ Tn

A measure µ ∈ M(X) is called recurrent (w.r.t. to (X,T, α)) if Na ∈ {0,∞} µ-a.e.
for every a ∈ α.

Proposition 2.2. Let (X,T, α) be a full fibred system, and suppose µ ∈ M(X) is
E(X,T, α)-invariant.

(1) If µ is topologically σ-finite and recurrent, then µ is a mixture of (X,T, α)-
product probability measures.

(2) If µ is locally finite, then µ is recurrent, whence by (1) a mixture of (X,T, α)-
product probability measures.

Proof. Suppose µ is topologically σ-finite and recurrent E–invariant measure, where
E := E(X,T, α). For every x ∈ X, define Sx := {xn : n ≥ 1}. By recurrence,
∀ s ∈ Sx, Ns(x) = ∞ for µ-a.e. x ∈ X.

First, we consider possible atoms of µ. Suppose x = (s1, s2, . . . ) ∈ X is an
atom. We claim that sn = s1 ∀ n ≥ 1. Otherwise, fix (using topological σ–
finiteness and µ{x} 6= 0) some N such that [s1, . . . , sN ] has finite measure. Since µ
is recurrent |STNx| = |Sx| > 1, and consequently (sk)k≥N has an infinite number of
finite permutations {y(k)}k≥1. Using the assumption that (X,T, α) is full, we see
that z(k) := (s1, . . . , sN , y(k)) ∈ X ∩ [s1, . . . , sN ]. By exchangeability, µ{z(k)} =
µ{x} 6= 0. But this implies that µ[s1, . . . , sN ] = ∞, a contradiction.
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The conclusion is that any atom of µ must be of the form x = (s, s, . . . ). If
x = (s, s, . . . ) then δx is an atomic (X,T, α)-product measure. Thus ν is a mixture
of atomic (X,T, α)-product measures and a non-atomic, topologically σ-finite, re-
current and E-invariant measure. This allows us to assume (as we do henceforth)
that µ is non-atomic.

By the ergodic decomposition (see [G-S]), µ is an average of E-invariant, ergodic
components, each of which is non-atomic, recurrent and topologically σ-finite. We
claim each component is a multiple of a (X,T, α)-product measure.

Accordingly, assume that µ ∈ M(X) is topologically σ-finite, recurrent and E-
invariant and ergodic. For each s ∈ S, {x ∈ X : s ∈ Sx} ∈ I(E), whence ∃ S′ ⊆ S
such that Sx = S′ a.e. We assume (without loss of generality) that S′ = S.

We claim that µ(a) > 0, ∀ a ∈ αk, k ≥ 1. To see this, let a = [a1, . . . , ak] ∈ αk,
set Sa := {a1, . . . , ak}, and let ns(a) denote the number of times s appears in a.
Consider the collection K∗+ of all families of disjoint subsets of N {Ks : s ∈ Sa}
such that |Ks| = ns(a) for all s. For every K+ ∈ K∗+, set

A(K+) := {x = (x1, x2, . . . ) ∈ X : xn = s ∀ n ∈ Ks, s ∈ Sa}.

By recurrence, X
mod µ
= [Ns ≥ ns(a) ∀ s ∈ Sa] =

⋃
K+∈K∗

+
A(K+). Since K∗+ is

countable, we can choose K+ ∈ K∗+ s.t. µ[A(K+)] 6= 0. Evidently A(K+) E−→ a.
Since µ is exchangeable, µ(a) > 0.

Now let β be the collection of all cylinders of positive finite measure. For each
a ∈ β ∩ αn, define νa ∈ P(X) by νa(B) := µ(a∩T−nB)

µ(a) , then νa is E-invariant,
ergodic and by theorem 2.1 (part 2), a (X,T, α)-product measure.

We claim that νa does not depend on a ∈ β. To see this note that for a ∈ β, b ∈
αn (some n ≥ 1) we have ab ∈ β and for c ∈ αk,

νab(c) = µ(abc)
µ(ab) = µ(a)νa(b)νa(c)

µ(a)νa(b) = νa(c).

Thus for a, b ∈ β, c ∈ αk, we have ab E−→ ba, abc
E−→ bac, whence

νa(c) = νab(c) = µ(abc)
µ(ab) = µ(bac)

µ(ba) = νba(c) = νb(c).

Writing νa = ν (a ∈ β), we see that for a, b ∈ β:

µ(a)ν(b) = µ(ab) = µ(ba) = µ(b)ν(a).

Fixing β0 ⊂ β so that X =
⊎
b∈β0

b mod µ and fixing a ∈ β, ν(a) > 0, we have

µ(X) =
∑
b∈β0

µ(b) =
∑
b∈β0

µ(a)ν(b)
ν(a) ≤ µ(a)

ν(a) <∞

and part 1 follows from part 2 of theorem 2.1.

In order to prove part 2, assume by way of contradiction that µ is locally finite,
but not recurrent. Fix a ∈ S and N ∈ N so that µ([Na = N ]) > 0. By local
finiteness, ∃ a cylinder b := [b1, . . . , bK ] with 0 < µ(b ∩ [Na = N ]) < ∞ and
#{1 ≤ i ≤ K : bi = a} = N . ∃ σ a permutation so that B := [bσ(1), . . . , bσ(K)] =
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[a, . . . , a︸ ︷︷ ︸
N−times

, BN+1, . . . , BK ]. By exchangeability, 0 < µ(B ∩ [Na = N ]) = µ(b ∩ [Na =

N ]) <∞. By local finiteness, we may assume 0 < µ([BN+1, . . . , BK ]) <∞.
For n ∈ N, define κn : B ∩ [Na = N ] → [BN+1, . . . , BK ] ∩ [Na = N ] by

κn(a, . . . , a︸ ︷︷ ︸
N−times

, BN+1, . . . , BK , x1, x2, . . . ) :=

(BN+1, . . . , BK , x1, . . . , xn, a, . . . , a︸ ︷︷ ︸
N−times

, xn+1, . . . ).

But µ(κn(B ∩ [Na = N ])) = µ(B ∩ [Na = N ]) > 0 ∀ n ∈ N, in contradiction to
0 < µ([BN+1, . . . , BK ]) <∞ as [BN+1, . . . , BK ] ⊇

⊎
n≥1 κn(B ∩ [Na = N ]). �

Examples. Consider X = {0, 1}N with T the shift and α = {[0], [1]}.
(1) The mixture above may not be finite: Set µp :=

∏
((1 − p)δ0 + pδ1), then

the measure µ :=
∑∞
n=1

1
n+1µ 1

n
is a σ-finite, infinite mixture of (X,T, α)-

product measures. If νn := nµ 1
n
, then µ :=

∑∞
n=1

1
n(n+1)νn is an average

and µ([1]) = νn([1]) = 1 ∀ n ≥ 1.
(2) The recurrence condition cannot be removed: Let en ∈ X, (en)i = 0 ∀ i 6=

n, (en)n = 1, then µ :=
∑∞
n=1 δen

∈ M(X) is E(X,T, α)-invariant, er-
godic but not a mixture of (X,T, α)-product measures. This example is
topologically σ-finite, but not locally finite, or recurrent.

(3) Comparison with the Glimm–Effros theorem: Let X∞ := {x ∈ X : N0(x) =
N1(x) = ∞} ∈ B(X). By theorem 2.1, there are non-atomic E(X,T, α) ∩
(X∞×X∞)-invariant, ergodic probabilities. Thus, by the Glimm-Effros the-
orem (above), there are uncountably many mutually singular, non-atomic,
infinite, σ-finite, recurrent, E(X,T, α)-invariant, ergodic measures on X.
Proposition 2.2 says that these measures cannot be topologically σ-finite.

Part 2. Exchangeability for topological Markov shifts

§3 Topological Markov shifts and existence of conformal measures

Topological Markov shifts. A topological Markov shift (TMS) is a fibred sys-
tem (X,T, α) which satisfies the Markov property – for every A ∈ α, T (A) is
α–measurable – and whose topology is generated by the set of cylinders.

The elements of α are called the states of the shift, and the matrix (Aab)α×α
with Aab = 1 if [a, b] 6= ∅ and Aab = 0 otherwise is called the transition matrix
of the shift. A TMS with set of states α and transition matrix (tab)α×α can be
canonically identified with the set {x = (x1, x2, . . . ) : ∀i txixi+1 = 1} together with
the action of the left shift and the relative product topology in αN.

A topological Markov shift is topologically transitive is for any a, b ∈ α there
exists some n such that a∩ T−nb 6= ∅, and topologically mixing (or simply mixing)
if for all a, b ∈ α, a∩ T−nb 6= ∅ for all n sufficiently large. (These definitions agree
with the standard definitions of these notions for topological dynamical systems.)

A topological Markov shift is said to be almost onto [ANSS], if ∀ b, c ∈ α, ∃ n ≥
1, b = a0, a1, . . . , an = c ∈ α such that Tak ∩ Tak+1 6= ∅ (0 ≤ k ≤ n − 1). This
property comes up in the study of ergodicity done in §4.
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The following example (example 5.2 in [Pe-S]) shows that mixing ; almost onto.

Let X ⊂ {0, 1, 2}N be the TMS with transition matrix A :=
(

1 1 0

0 0 1

1 1 0

)
. Evidently,

(X,T, α) is mixing, but not almost onto.

Existence of conformal measures. As we shall see below (theorems 5.0, 5.1,
and 5.2) the conformal measures which appear in the study of exchangeability for
TMS satisfy the conditions of proposition 2.0, and therefore have α–measurable
derivatives. It is therefore enough to clarify what α–measurable functions can
appear as derivatives. This is done in the next proposition:

Proposition 3.0. Let (X,T, α) be a mixing TMS with countable state space S and
let π : S → R+. There is a µ ∈ Mα(X) with dµ◦T

dµ α-measurable and µ([s]) =
πs (s ∈ S) ⇐⇒ Π(s) :=

∑
t∈S As,tπt < ∞ ∀ s ∈ S. In this case, the measure µ

is a Markov measure, and is unique.

Proof. It is easy to see that dµ◦T
dµ is α-measurable iff µ is a Markov measure of the

form µ([s1, s2, . . . , sn]) = πs1ps1,s2 . . . psn−1,sn
, where

ps,t =
As,tπth(s)

πs
and

∑
t∈S

As,tπt =
πs
h(s)

∀ s ∈ S and some h : S → R+ .

The first condition implies that dµ◦T
dµ (x) = πx2

πx1px1,x2
= 1

h(x1)
; The second guarantees

that (ps,t) is a stochastic matrix.
We prove the equivalence proclaimed above.

(⇒) Suppose that µ([s1, s2, . . . , sn]) = πs1ps1,s2 . . . psn−1,sn
where ps,t = As,tπth(s)

πs

for some h : S → R+, then Π(s) :=
∑
t∈S As,tπt =

∑
t∈S

πsps,t

h(s) = πs

h(s) <∞.

(⇐) Set µ([s1, s2, . . . , sn]) := πs1ps1,s2 . . . psn−1,sn where ps,t = As,tπt

h(s)πs
and h(s) :=

Π(s)
πs

. This is a stochastic matrix:
∑
t∈S ps,t =

∑
t∈S

As,tπt

h(s)πs
= Π(s)

h(s)πs
= 1. �

Remarks: It is not clear when the measures in proposition 3.0 are recurrent. How-
ever:

(1) We give examples of recurrent measures with α-measurable derivatives on
simple aperiodic random walks below.

(2) Let (X,T, α) be a mixing TMS with state space S. Using the methods of
[VJ], one can characterize those h : S → R+ for which there is a recurrent
ν ∈ Mα(X) with dν◦T

dν (x) = c
h(x0)

for some c > 0. The condition is that
∃ s ∈ S for which the power series

F (x) :=
∞∑
n=1

zn
∑

x∈[s], Tnx=x

h(x0)h(x1) . . . h(xn−1)

has a positive radius of convergence Rs and F (Rs) = ∞.
(3) As shown in [Sa], the previous condition always holds if

∑
s∈S h(s) <∞ and

(X,T, α) has the big images and preimages (BIP) property: ∃ b1, . . . , bN ∈ S
such that ∀a ∃i, j such that AbjaAabi = 1.
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§4 E(X,T, α)–Ergodicity of measures with α–measurable derivatives

Topological transitivity and aperiodicity. An equivalence relation on a topo-
logical space is called topologically transitive, if at least one of its equivalence class
is dense. This is a necessary condition for ergodicity w.r.t a globally supported
measure. For some classes of measures, it is also a sufficient condition.

We study topological transitivity for T(Tφ) ≡ T(T )bφ in the case of a TMS
(X,T, α) and an α–measurable φ : X → G, where G denotes a locally compact,
Abelian, Polish (LCAP) topological group.

Suppose that φ : X → G is continuous. For s ∈ S n ≥ 1, let Πn,s := {x ∈ [s] :
Tnx = x}, let Πn := {x ∈ X : Tnx = x} =

⋃
s∈S Πn,s and let

Fφ,s := 〈{φn(x)− φn(y) : n ≥ 1, x, y ∈ Πn,s}〉,

Fφ := 〈{φn(x)− φn(y) : n ≥ 1, x, y ∈ Πn}〉,

where 〈A〉 denotes the subgroup generated by A.
Note that if φ is α-measurable, then {φn(x) − φn(y) : n ≥ 1, x, y ∈ Πn,s} is a

group for every s. If in addition (X,T, α) is mixing, then {φn(x) − φn(y) : n ≥
1, x, y ∈ Πn} is also a group.

Proposition 4.0. If (X,T, α) is mixing and φ : X → G is α-measurable, then
Fφ,s = Fφ ∀ s ∈ S.

Proof. We first show that Fφ,s = Fφ,t ∀ s, t ∈ S. To see this fix (using mixing) k ≥
2, sat, tbs ∈ αk. If g ∈ Fφ,s, then ∃ n ≥ 1, sx, sy ∈ Πn,s with g = φn(sx)−φn(sy).
It follows that tbsxsa, tbsysa ∈ Πt,n+2k−2 and

φn+2k−2(tbsxsa)− φn+2k−2(tbsysa) = φn(sx)− φn(ty) = g ∈ Fφ,t.

Now we show that Fφ,u = Fφ ∀ u ∈ S. Let g ∈ Fφ, then ∃n ≥ 1, s, t ∈ S, sx ∈
Πn,s, ty ∈ Πn,t with g = φn(sx) − φn(ty). By the previous paragraph, it suffices
to show that g ∈ Fφ,s. To this end, using mixing, fix k ≥ 1, sat, tbs ∈ αk, then
sxsatb, satytb ∈ Πs,n+2k−2 and φn+2k−2(sxsatb) − φn+2k−2(satytb) = φn(sx) −
φn(sy) = g ∈ Fφ,s. �

We call the continuous φ : X → G (topologically) aperiodic if Fφ = G. It follows
from lemma 4.3 (below) that this is equivalent to the absence of non-trivial solutions
to the functional equation γ ◦ φ = λ g◦Tg where γ ∈ Ĝ, λ ∈ S1 and g : X → S1

continuous.

Proposition 4.1 (tail transitivity). If (X,T, α) is mixing and φ : X → G is
α-measurable and aperiodic, then T(Tφ) is topologically transitive on X ×G.

Proof. Fix g ∈ Fφ, k ≥ 1, a, b ∈ αk. We’ll show that ∃ a′ ⊆ a, b′ ⊆ b so that

a′ × {0} T(Tφ)→ b′ × {g}.
Indeed, by the mixing of (X,T, α),∃ ` ≥ 1, c, d ∈ α`, s ∈ S so that acs, bds ∈

αk+`+1. By proposition 4.0, Fφ,s 3 g and ∃ p ≥ 1, x, y ∈ Πp,s so that φp(y) −
φp(x) = g + φk+`(acs)− φk+`(bds).

It follows that [acxp1s] × {0}
T(Tφ)→ [bdyp1s] × {g}. Transitivity now follows from

aperiodicity: Fφ = G. �
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By [ADSZ], (X,T, α) is almost onto iff F \ : X → Zα\{a0}
0 (with a0 ∈ α fixed, as

defined above) is aperiodic. It is also shown there that in this case an α-measurable
φ : X → G is aperiodic whenever 〈{φ(x)− φ(y) : x, y ∈ X}〉 is dense in G.

To illustrate this, we give an aperiodicity proof that the example given in §3 is
not almost onto: Define F \ : X → Z{1,2} by F \(x) = ex1 if x1 = 1, 2 and F \(x) := 0
if x1 = 0. We see that F \1 = F \2 ◦ T , whence

F \ = (F \2 , F
\
2) + (F \2 ◦ T, 0)− (F \2 , 0).

Therefore F \ : X → Z{1,2}0 is not aperiodic, and so X cannot be almost onto.
An α–measurable φ which is not aperiodic, can be modified by a coboundary to

be aperiodic as a function into a smaller group. We explain how to do this.

Livsic cohomology theorem 4.2 [L]. Suppose that (X,T, α) is a topologically
transitive TMS. Let the topology on G be generated by the norm ‖ · ‖G and suppose
that N ≥ 1, φ : X → G is (α,N)-Hölder continuous. If φn(x) = 0 ∀ x ∈ X, Tnx =
x, then ∃ g : X → G (α,N)-Hölder continuous such that φ = g − g ◦ T .

Proof. Fix z ∈ X with {Tnz : n ∈ Z} = X, fix G(z) ∈ G and define G : {Tnz :
n ∈ Z} → G by G(Tnz) := G(z) + φn(z). We’ll extend the domain of definition of
G to all X and show that the extension is (α,N)-Hölder continuous.

Suppose that ρ ∈ (0, 1) and ‖φ(x)− φ(y)‖ ≤Mρn ∀ n ≥ N, x, y ∈ X, xn1 = yn1 .
It suffices to show that

‖G(u)−G(v)‖ ≤ Mρn

1−ρ ∀ n ≥ N, u, v ∈ {Tnz : n ∈ Z}, un1 = vn1 .

Accordingly, suppose that n ≥ N, ` > k, (T kz)n1 = (T `z)n1 and let y := z`k+1,
then y ∈ X, T `−ky = y and y`−k+n1 = z`+nk+1. Thus

‖G(T kz)−G(T `z)‖ = ‖φ`−k(T kz)‖
= ‖φ`−k(T kz)− φ`−k(y)‖ ( because φ`−k(y) = 0)

≤
`−k−1∑
i=0

‖φ(T k+iz)− φ(T iy)‖

= M
`−k−1∑
i=0

ρn+`−k−i ( because z`+nk+i+1 = y`−k+ni+1 )

≤ Mρn

1− ρ
.

�

Cohomology lemma 4.3 c.f. [Pa-S]. If (X,T, α) is mixing and φ : X → G is
α-measurable, then φ = a+ g− g ◦ T + φ where a ∈ G, φ : X → Fφ and g : X → G
are both α-measurable such that φ : X → Fφ is aperiodic.

Proof. By assumption, ∀ N ≥ 1 such that ΠN 6= ∅, ∃ aN ∈ G so that φN (x) = aN
mod Fφ ∀ x ∈ ΠN . Evidently kaN = Nak mod Fφ whence (φN − aN )k = 0
mod Fφ whenever Πk, ΠN 6= ∅.
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By Livsic’s theorem, ∀ N ≥ 1 such that ΠN 6= ∅, ∃ g(N) : X → G α-measurable
such that

φN = aN + g(N) − g(N) ◦ T mod Fφ.

Since (X,T, α) is mixing, ∃ p, q ∈ N relatively prime, and u, v ∈ X, T pu =
u, T qv = v. Suppose that k, ` ∈ N satisfy kp− `q = 1, then mod Fφ,

φ = φkp − φ`q ◦ T

= kap − `aq + g(p) − g(p) ◦ T k − g(q) ◦ T + g(q) ◦ T `+1

= kap − `aq + g
(p)
k − g

(p)
k ◦ T − g

(q)
` ◦ T + g

(q)
` ◦ T 2

= a+ g − g ◦ T

where a := kap − `aq and g := g
(p)
k − g

(q)
` ◦ T .

Now let φ := φ− (a+ g− g ◦T ), then φ : X → Fφ is α-measurable and aperiodic
since 〈φn(x)− φn(y) : n ≥ 1, x, y ∈ Πn〉 = Fφ. �

Ergodicity. Let (X,T, α) be a TMS and µ ∈ Mα(X) be a G(T )-nonsingular
measure. Consider the following properties:

(1) The Gibbs property: dµ◦T
dµ is (α, 1)-Hölder continuous;

(2) The Markovian Gibbs property: dµ◦T
dµ is (α, 2)-Hölder continuous.

Some examples: If (X,T, α) is full, then any global (X,T, α)-product has the Gibbs
property; and if (X,T, α) is a TMS , then any global Markov measure on X has
the Markovian Gibbs property.

Lemma 4.4. Suppose that (X,T, α) is full and that m ∈ P(X) is a globally sup-
ported measure with the Gibbs property so that (X,B,m, T ) (where B := B(X)) is
conservative and exact, then m is E(X,T, α)-ergodic.

Proof. It is easily checked that (X,B, T,m, α) is a Gibbs-Markov map in the sense
of [AD]. We have already seen that E(X,T, α) = T(T, F \) ∼= T(TF \) ∩ (X × {0})2.
By construction of F \, {F \(x) − F \(y) : x, y ∈ X} generates Zα\{a0}

0 and so
F \ : X → Zα\{a0}

0 is aperiodic. It follows from the theorem in [AD] that TF \ is
exact, whence T(TF \) is ergodic with respect to m × mZα\{a0}

0
. Restricting this

equivalence relation to (X × {0})2, we see that E(X,T, α) must also be ergodic
with respect to m. �

Proposition 4.5. Suppose that (X,T, α) is a mixing TMS, that G is countable
and that φ : X → G is aperiodic and has finite memory. Let m ∈ Mα(X) be a
globally supported measure with the Markovian Gibbs property such that (X,B,m, T )
is conservative and exact, then m×mG is T(T )bφ = T(Tφ)–ergodic.

Proof. After possibly recoding, we may assume that φ(x) = φ(x1). Since m is
globally supported and Gibbs, m is T(T )-nonsingular.

Let A =
⊎
g∈G Ag × {g} ∈ B(X × G) be T(Tφ)-invariant. We claim first that

∀ s ∈ S, g ∈ G, either s ⊆ Ag mod m, or m(s ∩Ag) = 0.
To see this, fix s ∈ α, g ∈ G and let α̃s ⊂ B(s) be the first return time partition

(to s), and Ts : s → s the induced map. The Markovian Gibbs property implies
that m|s is a (s, Ts, α̃)-product measure. Since

E(s, Ts, α̃) ⊂ E(X,T, α) ∩ (s× s) ⊂ T(Tφ) ∩ (s× s),
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we have that s∩Ag is E(s, Ts, α̃)-invariant. By lemma 4.4, either s ⊆ Ag mod m,
or m(s ∩ Ag) = 0. If m × mG(A) > 0, then ∃ g ∈ G with m(Ag) > 0, whence
∃ s ∈ S with s× {g} ⊂ A mod m×mG. Since φ is aperiodic, by proposition 4.1,
T(Tφ) is topologically transitive on X ×G and A = X ×G mod m×mG. �

The following corollary was proved for Markov measures in [Gr].

Corollary 4.6. Suppose that (X,T, α) is a mixing TMS. Let m ∈ Mα(X) be a
globally supported measure with the Markovian Gibbs property so that (X,m, T, α)
is conservative and exact, then

(1) if (X,T, α) is almost onto, then m is E(X,T, α)-ergodic;
(2) if not and F \ = a+ g − g ◦ T + F \ where F \ : X → FF \ is aperiodic, then

for each b ∈ ZS\{s0}0 , m([g ∈ b+ FF \ ]) > 0, m|[g∈b+F
F \ ] is E(X,T, α)-non-

singular and ergodic.

Proof. Fix s0 ∈ S and apply propositions 4.5, 1.0 and identity (0.2) to the aperiodic
F \ : X → ZS\{s0}0 for (1), and to F \ : X → FF \ for (2). �

Of course this corollary applies to measures with α–measurable derivatives.

§5 From exchangeable measures to conformal measures (TMS)

Invariant recurrent measures for cocycle sub-relations. The following re-
sults are geared towards showing that recurrent, exchangeable, ergodic, locally
finite measures have α-measurable derivatives. Noting that E(X,T, α) = T(T, F \),
we consider the the more general problem of identifying the ergodic invariant mea-
sures for T(T, φ) with α–measurable φ’s, in the recurrent case. The reader is invited
to recall the notation introduced in equation (1.0).

Theorem 5.0 (globally supported, aperiodic case). Suppose that (X,T, α) is
a mixing TMS, G is countable and that φ : X → G is α-measurable and aperiodic.
If ν ∈ M(X) is globally supported, locally finite, T(T, φ)-invariant, ergodic and
recurrent, then ν ∈ Mα(X) is Markov and

dν ◦ T
dν

= ceh◦φ, for some homomorphism h : G → R and c > 0.

Proof. We divide the proof into several steps.

Step 1. ν ∈ Mα(X), and ν is a T(T )-non-singular Markov measure.

To see this fix any s ∈ S and let ϕs(x) := min{n ≥ 1 : Tnx ∈ [s]} (x ∈ [s]),
φ̃ :=

∑ϕs−1
k=0 φ ◦ T k, and α̃ = {[s, a1, . . . , an−1, s] : n ∈ N,∀i ai ∈ α and ai 6= s}.

Note that α̃ is a partition of [s] modulo ν (ν is recurrent). Also, φ̃ is α̃–measurable,
and it is routine to check that

E([s], T[s], α̃s) ⊆ G(T[s], (φ̃, ϕs)) = T(T, φ) ∩ ([s]× [s]).

By proposition 2.2, part 2, ν|[s] is recurrent with respect to ([s], T[s], α̃s) and thus,
by proposition 2.2, part 1, a mixture of ([s], T[s], α̃s)-products.



EXCHANGEABILITY 17

If n ≥ 1 and [s, a1, . . . , an, t], [s, a′1, . . . , a
′
n, t] are cylinders with

∑n
j=1 φ(ai) =∑n

j=1 φ(a′i), then

ν([s, a1, . . . , an, t]∩ T−(n+k)b) = ν([s, a′1, . . . , a
′
n, t]∩ T−(n+k)b) ∀ k ≥ 1, cylinder b.

It follows from this that each product measure component of ν[s] (being a condi-
tional probability with respect to the tail σ-algebra) is T(T, φ)∩ ([s]× [s])-invariant
(c.f. the proof of lemma 12 of [D-F]). By T(T, φ) ∩ ([s] × [s])-ergodicity of ν|[s],
there is actually only one component, whence ν([s]) <∞.

To show the Markov property, we note that ν|[s], being exchangeable, is partially
exchangeable on [s] in the sense of [D-F]. By proposition 15 of [D-F], it is the
restriction to [s] of a Markov measure. The transition probability of ν|[s] does not
depend on s ∈ S. Being globally supported and Markov, ν is T(T )-non-singular.
Step 1 is established.

Step 2. Next, let m ∈ M(X × G) be the unique T(Tφ)-invariant, ergodic measure
satisfying m(A × {0}) = ν(A) ∀ A ∈ B(X) (see Proposition 1.0). We claim that
m� ν ×mG and that m([s]× {g}) <∞ ∀ s ∈ S, g ∈ G.

To prove m� ν×mG, assume m(A×{g}) > 0. By ergodicity, ∃ A′ ⊂ A, m(A′×
{g}) > 0 and B ∈ B(X), ν(B) = m(B × {0}) > 0 so that A′ × {g} T(Tφ)→ B × {0},
and in particular A′

T(T )→ B. By T(T )-non-singularity of ν, ν(A) ≥ ν(A′) > 0.
To show that m([s]×{g}) <∞ ∀ s ∈ S, g ∈ G, note that for each z ∈ G, m◦Qz

is a σ-finite, T(Tφ)-invariant, ergodic measure where Qz(x, y) := (x, y + z). Thus
either m ◦Qz ∝ m, or m ◦Qz ⊥ m. Let

H = H(m) := {z ∈ G : m ◦Qz ∝ m},
then ∃ a homomorphism h : H → R such that m◦Qz = e−h(z)m ∀ z ∈ H. It follows
from this, and m� ν ×mG that for A ∈ B(X),

m(A× {z}) =
{

e−h(z)ν(A) z ∈ H,
0 z /∈ H,

whence the local finiteness of m.

Step 3. H = G.

Suppose that g ∈ G and fix s ∈ S. By aperiodicity, Fφ,s = G and ∃ n ≥ 1, a =
sa1a2 . . . an−1, b = sb1b2 . . . bn−1 ∈ Πn,s satisfying φn(b) − φn(a) = g. Since ν is
globally supported, ν([sa1a2 . . . an−1]), ν([sb1b2 . . . bn−1]) > 0.

We claim that [sa1a2 . . . an−1] × {0} T(Tφ)→ [sb1b2 . . . bn−1] × {g} by the map
((s, a1, a2, . . . , an−1, x), z) 7→ ((s, b1, b2, . . . , bn−1, x), z + g). This is because

(s, a1, a2, . . . , an−1, x) 7→ (s, b1, b2, . . . , bn−1, x)

is a T(T )-holonomy ([sa1a2 . . . an−1] → [sb1b2 . . . bn−1]) and

φn(s, b1, b2, . . . , bn−1, x)− φn(s, a1, a2, . . . , an−1, x) = φn(b)− φn(a) = g ∀ x ∈ [s].

Thus m(X × {g}) > 0 and g ∈ H.

Step 4. We now complete the proof of the theorem by showing that dν◦T
dν = ceh◦φ

for some c > 0.

The proof of Step 2 shows that m = e−hν × dmG (where mG is the counting
measure on G). Since m is by definition T(Tφ)–invariant, for any T(T )-holonomy
K, dν◦Kdν (x) = eh(

bφ(x,Kx)). By proposition 1.1, dν◦Tdν = ceh◦φ for some c > 0. �
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Theorem 5.1 (openly supported, periodic case). Suppose that G is count-
able, that (X,T, α) is a mixing TMS, that F is a subgroup of G and that φ : X → G
is α-measurable and of form φ = a + g − g ◦ T + φ where a ∈ G, g : X → G is
α-measurable and φ : X → F is α-measurable and aperiodic.

If ν ∈ M(X) is locally finite, has clopen support U , is recurrent and T(T, φ)-
invariant, ergodic, then U = [g ∈ z0 + F] for some z0 ∈ G and ∃ a homomorphism
h : G → R, c > 0 and µ ∈ Mα(X) Markov, such that dµ◦T

dµ = ceh◦φ, ν = µ|U .

Proof. As in the proof of Step 1 of theorem 5.0, ν ∈ Mα(X) is the restriction to U
of a global Markov measure and is thus T(T ) ∩ (U × U)-non-singular.

Next, let m ∈ M(X×G) be the unique T(Tφ)-invariant, ergodic measure satisfy-
ing m(A×{0}) = ν(A) ∀ A ∈ B(X) (see proposition 1.0) and let m := m ◦π where
π(x, y) := (x, y − g(x)). Since π−1 ◦ Tφ ◦ π = Ta+φ, we have that m ∈ M(X × G)
is T(Tφ)-invariant, ergodic. Also, H(m) = H(m) (as defined in Step 2 of the proof
of theorem 5.0).

We claim first that H(m) ⊆ F. To see this, assume w.l.o.g. that m(X×{0}) > 0.
If A ∈ B(X), g ∈ G satisfy m(A×{g}) > 0, then by ergodicity, ∃ A′ ⊂ A, m(A′ ×

{g}) > 0 and B ∈ B(X), m(B × {0}) > 0 so that A′ × {g}
T(T

φ
)

→ B × {0}. Since
φ : X → F, it follows that g ∈ F.

Next, we claim that H(m) ⊇ F. To see this, fix s ∈ S, [s] ⊂ U and consider
ms := m|[s]×G which is T(Tφ) ∩ ([s]×G)2-invariant, ergodic. Now

T(Tφ) ∩ ([s]×G)2 = (T(T )bφ) ∩ ([s]×G)2 = (T(T ) ∩ ([s]× [s]))bφ
and in a similar manner to Steps 2 and 3 of the proof of theorem 5.0, we see that
H(m) = F.

It follows that ∃ h : F → R a homomorphism, z0 ∈ G and a σ-finite measure ν
on X so that

m(A× {z + z0}) =
{

eh(z)ν(A) z ∈ F,
0 z /∈ F.

Assume without loss of generality that z0 = 0. Thus, for K a T(T )-holonomy,
dν◦K
dν = e−h(

b
φ(x,Kx)), whence as in Step 4 of the of the proof of theorem 5.0,

dν◦T
dν = ceh◦φ for some c > 0. Now

ν(A) = m(A× {0}) = m ◦ π−1(A× {0}) = m(
⋃
z∈G

A ∩ [g = z]× {z})

=
∑
z∈G

m(A ∩ [g = z]× {z}) =
∑
z∈F

eh(z)ν(A ∩ [g = z]) =
∫
A∩[g∈F]

eh◦gdν.

By theorem 16.1 in [Fu], ∃ a homomorphism H : G → R with H|F ≡ h. Fix-
ing one such H : G → R, and setting dµ := eH◦gdν we see that dµ◦T

dµ (x) =

ceH(g(Tx)−g(x)) dν◦T
dν = ceH(g(Tx)−g(x))−h(φ(x)) = ce−H(φ(x)). �

Applications to Exchangeability. Suppose that (X,T, α) is a TMS and that
ν ∈ P(X) is E(X,T, α)-invariant and ergodic, then for s ∈ S Ns :=

∑∞
n=0 1[s] ◦ Tn

is E(X,T, α)-invariant, whence constant ν-a.e. Recall that ν is called recurrent, if
Ns ∈ {0,∞} for all states s. We call s ∈ S ν-ephemeral if 1 ≤ Ns < ∞ ν-a.e.,
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and the measure ν ephemeral if every state is ν- ephemeral. Non-ephemerality is
strictly weaker than recurrence.

We now apply the previous results to identify the non-ephemeral ergodic ex-
changeable measures on topological Markov shifts. For some (though not all) TMS
there can be no other topologically σ–finite exchangeable measures, see §6 below.

We maintain the notation of the previous subsection. Let (X,T, α) be a mixing
topological Markov shift, and suppose that µ ∈ Mα(X) is globally supported and
recurrent.

If dµ◦T
dµ is α-measurable, then by proposition 2.0, µ is exchangeable. We claim

that its E(X)–ergodic components are given by proposition 4.6. To see that this
proposition applies, we need to check that µ is Markovian, conservative, and exact:
The Markov property is clear; The conservativity and exactness of recurrent Markov
measures on mixing TMS are well–known (see e.g. [ADU]).

Thus the structure of exchangeable measures with α–measurable derivative is
understood. The following two results show that any locally finite, non-ephemeral,
E(X)- invariant, ergodic measure has a similar form, thus generalizing and clarifying
corollary 2.8 in [ANSS1]. We treat the recurrent case separately, because the result
is easier to state in this case.

For ν ∈ M(X), let S∞ = S∞(ν) := {s ∈ S : ν([Ns = ∞]) > 0}, where as before
Ns :=

∑
n≥1 1s ◦ Tn.

Let X be a (shift)-topologically transitive TMS, then (see e.g. [Ch]), X =⊎N
k=1Xk where N ∈ N and X1, . . . , XN are disjoint, clopen subsets of X with

TXk = Xk+1 mod N ; and each (Xk, T
N , αN ) is mixing. This decomposition is

called the periodic decomposition of X, N = NX is called the period of X and each
Xk is called a basic, mixing set for X.

Theorem 5.2 (recurrent case). Suppose (X,T, α) is a TMS and ν ∈ M(X)
is locally finite, recurrent and E(X,T, α)-invariant and ergodicp; then there are

(1) X ′ ⊂ X ∩ SN
∞, E(X,T, α)-invariant, such that (X ′, T, α) is a topologically

transitive TMS and ;
(2) a clopen, E(X,T, α)-invariant subset U of a basic mixing set for X ′;

so that ν = µ|U where µ ∈ Mα(X ′) is Markov and dµ◦TN
X′

dµ is α-measurable.

Proof. As in the proof of Step 1 of theorem 5.0, ν is the restriction of a Markov
measure to a union of initial states.

The associated stochastic matrix p is recurrent (by assumption) and irreducible
(as ν is E(X,T, α)-ergodic). Thus X ′ := {x ∈ SN

∞ : pxn,xn+1 > 0 ∀ n ≥ 1} is
topologically transitive (with respect to the shift).

In case (X ′, T, α) is mixing, the result follows from theorem 5.1.
In general (X ′, T, α) is transitive with periodic decomposition X ′ =

⊎N
k=1X

′
k.

Each (X ′
k, T

N , αN ) is mixing and T(T ) = T(TN )-invariant whence ν is supported
on some X ′

k0
.

Thus, ν is E(X ′
k0
, TN , αN )-invariant, whence (by the mixing case) a mixture of

conformal, Markov measures. However ν is T(TN )-ergodic and so this mixture is
trivial. �

Remark : The TMS X ′ is not necessarily mixing, even if X is mixing. To
see this, let X ⊂ {0, 1}N be the (mixing) Fibonacci shift with transition matrix(

1 1

1 0

)
. The measure ν := δ(1010... ) is exchangeable, the corresponding TMS
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X ′ = {(1010 . . . ), (0101 . . . )} being non-mixing (having period 2) with transition
matrix

(
0 1

1 0

)
.

Theorem 5.3 (non-ephemeral case). If (X,T, α) is a TMS and ν ∈ M(X) is
locally finite, E(X,T, α)-invariant, ergodic and non-ephemeral, then there exist

(1) a cylinder f = [f1, . . . , fK ] ⊂ Σ with f1, . . . fK ν- ephemeral;
(2) X ′ ⊂ X ∩ SN

∞ a E(X,T, α)-invariant TMS;
(3) a clopen, E(X,T, α)-invariant subset U of a basic mixing set for X ′;
(4) a Markov measure µ ∈ Mα(X ′)

so that dµ◦TN
X′

dµ is α-measurable and

ν = c
∑

σ∈SK , σf∩U 6=∅
δσf × µ|TK(σf)∩U

where σf := [fσ(1), . . . , fσ(K)].

Proof. Let Se be the set of ν–ephemeral states and S∞ be the set of ν–recurrent
states. Let n(x) := min {n ≥ 1 : xn ∈ S∞}. We claim that n is constant and that
n =

∑
f∈Se

Nf <∞.
To see this, we claim first that for ν-a.e. x, xk ∈ S∞ ∀ k ≥ n(x).
Since S∞ 6= ∅, n < ∞ ν-a.e. Suppose that x ∈ X, n(x) = K, xK = s ∈ S∞

and ν([x1, . . . , xK ]) > 0. It follows that ν([x1, . . . , xK ] ∩ T−K(·)) is a locally finite,
E([s], T[s], α̃)-invariant, T([s], T[s], α̃)-ergodic measure on [s] which is, by proposition
2.2, a multiple of a ([s], T[s], α̃)-product measure. Thus

xn ∈
{

Se 1 ≤ n ≤ n(x),
S∞ n > n(x),

whence n(x) =
∑
f∈Se

Nf (x) <∞, which is constant by E(X,T, α)-ergodicity. The
result follows from this, and theorem 5.2. �

§6 Examples of ephemeral and non-ephemeral exchangeable measures

Non-ephemeral exchangeable measures with ephemeral states. The fol-
lowing example is taken from [Pe-S]. Consider the TMS X on the states {0, 1, 2, 3}N

with transitions
0
�
↔ 1

�
→ 2 → 3 → 1

and the exchangeable ν ∈ P(X) given by

ν([3, ε1, ε2, . . . , εn]) :=
{ 1

2n ε1, ε2, . . . , εn = 0, 1,
0 else.

TMS without locally finite ephemeral exchangeable measures. A TMS
(X,T, α) with state space S and transition matrix A = (tij)i,j∈S×S has the finite
images property, if A has finitely many rows (equivalently {Ta : a ∈ α} is finite).
Examples include any TMS with finite state space, the full shift on a countable
alphabet, and any shift obtained from the full shift by removing a finite collection
of edges.
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Proposition 6.0. If (X,T, α) has the finite images property and ν ∈ M(X) is
topologically σ-finite, E(X,T, α)-invariant, ergodic, then ν is not ephemeral.

Proof. Let ν ∈ M(X) is topologically σ-finite, E(X,T, α)-invariant, ergodic. Sup-
pose also that ν ∈ M(X) is ephemeral.

For a ∈ S define R(a), C(a) : S → {0, 1} by R(a)(b) := tab, C(a)(b) := tba.
The finite images property is that R := {R(a) : a ∈ S} is finite, say equal to
{R1, . . . , RN}. We claim that C := {C(a) : a ∈ S} is finite as well. To see this,
note that

S =
N⊎
i=1

Ai,where Ai = {a ∈ S : R(a) = Ri} .

For each i, C(a) is constant on Ai, because

C(a)(b) = tba = R(b)(a) = Ri(a) is independent of b ∈ Ai.

It follows that |{C(a) : a ∈ S}| ≤ 2N .
Fix (C,R) ∈ C × R and let S(C,R) := {a ∈ S : C(a) = C, R(a) = R}. If

a ∈ S(C,R), x1, x2, . . . , xn−1 /∈ S(C,R) and [S(C,R)]∩Tn[a, x1, . . . , xn−1] 6= ∅ (where
[S(C,R)] :=

⋃
s∈S(C,R)

[s]), then ∃ b ∈ S(C,R) with txn−1,b = 1 whence C(xn−1) = 1
and Tn[a, x1, . . . , xn−1] ⊃ [S(C,R)].

It follows that (A(C,R), TA(C,R) , α(C,R)) is a full fibred system where A(C,R) :=
{x ∈ [S(C,R)] : xn ∈ S(C,R) infinitely often} and

α(C,R) := {[a, x1, . . . , xn−1] : n ≥ 1, a ∈ S(C,R), xk /∈ S(C,R),
∑

b∈S(C,R)

txn−1,b > 0}.

Also E(A(C,R), TA(C,R) , α(C,R)) ⊂ E(X,T, α) ∩A(C,R) ×A(C,R).

Since C×R is finite, ∃ N0 ≥ 1, (C,R) ∈ C×R such that ν(T−N0A(C,R)) > 0. By
topological σ- finiteness, ∃N ≥ N0, a ∈ αN such that 0 < ν(a ∩ T−NA(C,R)) <∞.

The probability q ∈ P(A(C,R)) defined by q(B) := ν(a∩T−NB)
ν(a∩T−NA(C,R))

is
E(A(C,R), TA(C,R) , α(C,R))-invariant and E(X,T, α) ∩ A(C,R) × A(C,R)-ergodic. By
theorem 2.1, part 2, q is a mixture of (A(C,R), TA(C,R) , α(C,R))-product measures,
but by E(X,T, α) ∩A(C,R) ×A(C,R)-ergodicity, there is only one component and q
is a (A(C,R), TA(C,R) , α(C,R))-product measure.

In particular q is recurrent with respect to (A(C,R), TA(C,R) , α(C,R)) and ν cannot
be ephemeral. �

TMS with recurrent and ephemeral locally finite exchangeable mea-
sures. Consider the simple, aperiodic random walks TMS’s Xd for d ∈ N where:

Xd := {x ∈ (Zd)N : ‖xn+1 − xn‖∞ ≤ 1 ∀ n ≥ 1}

equipped with the shift map T and partition α := {[s] : s ∈ Zd}. Note that

(1) (Xd, T, α) is almost onto, so by proposition 4.6, any globally supported,
Markov measure on X is E(X,T, α)-ergodic;

(2) Xd = Xd where X := X1.
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Now let µ ∈ Mα(X) be a recurrent, E(X,T, α)-invariant, ergodic, measure on X.
By theorem 4.3, µ is Markov with α-measurable derivative dµ◦T

dµ .
The symmetric, global, random walk measure m on X given by

m([a1, a2, . . . , an]) =
{ 1

3n |ak+1 − ak| ≤ 1, 1 ≤ k ≤ n− 1,
0 else

is null recurrent and of this form. Note however thatmd := m× . . .×m︸ ︷︷ ︸
d-times

is transient

on Xd ∀ d ≥ 3.

Proposition 6.1. For each d ≥ 1 there is a positively recurrent, exchangeable,
Markov measure µ ∈ Mα(Xd).

Proof. It suffices to find a positively recurrent, exchangeable, Markov measure µ ∈
Mα(X) for then µ× . . .×︸ ︷︷ ︸

d-times

µ ∈ Mα(Xd) is as required.

To this end, fix 0 < z < 1, set πs = z|s| and let µ ∈ Mα(X) be the Markov
measure with µ([s]) = πs and dµ◦T

dµ α-measurable (as in proposition 3.0). The
underlying stochastic matrix is given by for s ∈ Z, i = 0,±1:

ps,s+i =


zi

z−1+1+z s ∈ Z, s > 0, i = 0,±1
z−i

z−1+1+z s ∈ Z, s < 0, i = 0,±1,
z|i|

2z+1 s = 0, i = 0,±1.

An invariant distribution on Z for P is given by

ct =

{ 1
1+z+z2 t = 0,
z2|t|−1

2z+1 t 6= 0.

Since
∑
t∈S ct <∞, the stochastic matrix P is positively recurrent. �

Proposition 6.2. Set Z := {x ∈ X : Ns(x) = 0 ∀s ≤ 0, Ns(x) = 2 ∀s ≥ 1}. There
is a unique E(X,T, α)-invariant, ergodic measure ν ∈ Mα(X) which is carried by
Z and such that ν([1]) = 1. This measure is non-atomic and ephemeral.

Proof. Set E := E(X,T, α), Ω = {0, 1}N, S : Ω → Ω the left shift, and define
ϑ : Ω → {1, 2}N by ϑ(x) := x1.

Step 1. Construction of a homeomorphism Φ : Z ∩ [1] → Ω := {1, 2}N which carries
E ∩ (Z ∩ [1])2 onto G(S, ϑ) ∩ (Ω× Ω).

Call K ∈ N good for x ∈ Z ∩ [1] if #{1 ≤ k ≤ 2K : xk = s} = 2 ∀ 1 ≤ s ≤ K
and let κ(x) := min{K ≥ 1 : K good for x}. The possibilities for κ(x) are:

(1) κ(x) = 1 in case x = (1, 1, τ(x) + (1, 1, 1, . . . )) where τ(x) ∈ Z ∩ [1], and
(2) κ(x) = 2 in case x = (1, 2, 1, 2, τ(x) + (2, 2, 2, . . . )) where τ(x) ∈ Z ∩ [1].

Note that τ : Z ∩ [1] → Z ∩ [1] and κ are related by

τ(x) := T 2κ(x)(x)− (κ(x), κ(x), . . . ).
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It follows that

(x, y) ∈ E(X,T, α) ∩ (Z ∩ [1]× Z ∩ [1]) ⇔

∃ k, ` ≥ 1 3 κ(τ j+kx) = κ(τ j+`y) ∀j ≥ 1,&
k∑
j=0

κ(τ jx) =
∑̀
j=0

κ(τ jy).

Defining Φ : Z ∩ [1] → Ω := {1, 2}Z+ by Φ(x)n := κ(τnx), we have that

Φ× Φ
(
E(X,T, α) ∩ (Z ∩ [1]× Z ∩ [1])

)
= G(S, ϑ) ∩ (Φ(Z ∩ [1])× Φ(Z ∩ [1]))

where S is the shift map on Ω and ϑ(x) := x1.
Evidently Φ : Z ∩ [1] → Φ(Z ∩ [1]) is a homeomorphism. We claim next that

Φ(Z ∩ [1]) = Ω. To see this set a(1) := (1, 1), a(2) := (1, 2, 1, 2) and define
π : Ω → ZN by

π(ω) := (a(ω0) + s0, a(ω1) + s1, . . . , a(ωn) + sn, . . . )

where sn = sn(ω) is defined by s0 = 0, sn+1 = sn+ωn. Evidently π ◦Φ = Id.|Z∩[1],
whence π(Ω) = Z ∩ [1].

Step 2. There is a unique G(S, ϑ)-invariant µ ∈ P(Ω).

It is not hard to check that if p(ω) = pω (ω = 1, 2) where p+p2 = 1 (p =
√

5−1
2 ),

and µ ∈ P(Ω), µ([ω1, . . . , ωn]) =
∏n
k=1 p(ωk) = pϑn(ω), then µ is G(S, ϑ)-invariant.

To see uniqueness of this µ, we note first that

E(Ω) ⊂ G(S, ϑ) ⊂ G(S).

If µ ∈ P(Ω) is G(S, ϑ)-invariant, ergodic, then it is E(Ω)-invariant, whence by
de-Finetti an average of product measures; and G(S)-ergodic, whence a product
measure. Writing µ =

∏
q, we have by G(S, ϑ)-invariance that q(1)2 = µ([11]) =

µ([2]) = q(2) whence µ = µ.

Step 3. There is a unique E ∩ (Z ∩ [1])2 ergodic probability measure ν ∈ P(Z ∩ [1])
and this measure is non-atomic.

This follows from Steps 1 and 2: Any P ∈ P(Ω) is T(Ω, S)-invariant, ergodic iff
P ◦ Φ ∈ P(Z ∩ [1]) is E ∩ (Z ∩ [1])2-invariant, ergodic. The required probability is
ν := µ ◦ Φ where µ is as in Step 2.

To complete the proof of the theorem, we take for ν the unique E-invariant,
ergodic measure ν on Z so that ν|Z∩[1] = ν. If λ is another E-invariant, ergodic
measure on Z so that λ(Z ∩ [1]) = 1, then by Step 3, λ|Z∩[1] = ν, whence λ = ν.

Finally, we note that Z =
⋃∞
k=1{(k, k− 1, . . . , 2, 1, 1, 2, . . . , k− 1, k, uk(x)) : x ∈

Z ∩ [1]} where u(x)n := xn + 1, whence ν ∈ Mα(X). In particular, ν is locally
finite. �
Remark : It follows from theorem 2.2 in [ANSS] that the only partition-bounded,
T(T )-invariant, ergodic measures on X are the random walk measures mf of form

mf ([s1, s2, . . . , sn]) = πs1ps1,s2 . . . psn−1,sn

with ps,s+ε := fε (ε = ±1), where fε = zεp for some 0 < p ≤ 1
3 , z = z±(p) =

1
2 ( 1
p − 1 ±

√
( 1
p − 1)2 − 4) and πs = zs (s ∈ Z) . The only recurrent measure of

this form is the symmetric one with p = 1
3 , z = 1. All the others are ephemeral

and not E(X,T, α)- ergodic. Their ergodic decompositions may be of interest.
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Part 3. Exchangeability for β–expansions

§7 β-expansions

Definition of β–expansions. Fix a non-integer β > 1 and let I := [0, 1]. The
β–transformation is T = Tβ : I → I, where Tx := {βx}. The β-expansion of x ∈ I
is π(x) = πβ(x) = (ε1, ε2, . . . ) ∈ {0, 1, . . . , [β]}N where εn := [βTn−1

β x]. Evidently

x =
∞∑
n=1

εn
βn
.

This should be thought of as an expansion to a ‘non-integer base’ (of course, if
β ∈ N \ {1}, this is just the expansion to the base β). The β–expansions were
introduced by Renyi [Re], who together with Parry [Pa] also initiated the study of
their stochastic behaviour (when x ∈ [0, 1] is distributed according to the absolutely
continuous invariant probability measure of Tβ).

For β an integer the collection of β–expansions is a full-shift on β = [β] symbols,
and εn are i.i.d.’s. For general β’s the collection of β–expansions is not a topological
Markov shift (see below), so the digit process {εn} is not even Markov.

Nevertheless, various authors have shown that the digit process shares many of
the properties of an i.i.d. process: SLLN, Kolmogorov and Hewitt-Savage zero-
one laws, CLT, LLT (see [Re], [Pa], [ADSZ]). We shall contribute to this list, by
establishing a suitable version of the de-Finetti theorem.

Basic properties of the β–transformation. For the basic results see [Ge],
[Pa] and [Re]. Here we mention only a few that are used in the sequel. The
β–transformation leaves Lebesgue measure m quasi invariant (m ◦ T−1 ∼ m). It
is known that (I,B,m, T ) is an exact endomorphism with a Lebesgue-equivalent
invariant probability. The triple (I, T, α) where α := {[ jβ ,

j+1
β )}[β]−1

j=0 ∪ {[ [β]
β , 1)} is

a fibred system.
The β-shift is the closure of the collection of β–expansions: Xβ := πβ(I). Set

ω = ωβ :=
{

(η1, η2, . . . , ηq−1, ηq − 1) πβ(1) = (η1, η2, . . . , ηq−1, ηq, 0),
πβ(1) else.

The following is in [Pa]:

(7.1) Xβ = {y ∈ {0, 1, . . . , [β]}N : y∞k ≺ ω ∀ k ≥ 1}

where x ≺ y means ∃ n ≥ 1, xn < yn, xn−1
1 = yn−1

1 .

Full cylinders. A cylinder [x1, . . . , xN ] with TN [x1, . . . , xN ] = Xβ is called full.
Full cylinders were considered in [Re], [Pa], [Sm], [I-Ta], [W] and [Bl].

Not every cylinder is full. The image of a general cylinder a = [a1, . . . , aN ] ∈ αN
is given by

(7.2) TN [a1, . . . , aN ] = {y ∈ Xβ : y ≺ ω∞KN (a)+1},

where

KN (a) :=
{ 0 @ 1 ≤ n ≤ N, aNN−n+1 = ωn1 ,

max{1 ≤ n ≤ N, aNN−n+1 = ωn1 } else.
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By (7.1), if KN (a) = 0, then a is full.
It is standard to check, noting that ω ∈ Xβ and using (7.1), that if @n s.t.

x∞n = ω, then KN (x1, . . . , xN ) = 0 infinitely often.
Set Γ := {x ∈ Xβ : ∃ n ≥ 1, x∞n = ω}, then π : I \ π−1Γ → Xβ \ Γ is invertible

and π ◦ Tβ = T ◦ π where T : Xβ → Xβ is the shift. Accordingly set

Xβ,0 := Xβ \ Γ.

The previous paragraph says that any x ∈ Xβ,0 belongs to infinitely many full
cylinders.

This allows us to make the following definitions:

ψ : Xβ \ Γ → N, ψ(x) := min {N ≥ 1, TN [x1, . . . , xN ] = Xβ},

S : Xβ,0 → Xβ,0, S(x) := Tψ(x)(x).

We call S a Bernoulli jump transformation (see page 133 of [Schw]). Evidently
(Xβ,0, S, α̃) is a full fibred system where

α̃ := {a ∈ αn : n ≥ 1, a ⊂ [ψ = n]}.

We have

(7.3) E(Xβ,0, S, α̃) ⊂ T(T |Xβ,0) ⊂ T(S) ⊂ G(T |Xβ,0).

Ergodic properties of the tail and exchangeable relations of Xβ. We abuse
notation and denote the Lebesgue measure on I and the measure it induces on Xβ

by the same symbol m.

Proposition 7.0. For every β > 1, m is E(I, T, α)–ergodic and invariant.

Proof. Viewing T on I, we see that dm◦T
dm = T ′ is α–measurable, so m is E(I, T, α)–

invariant by proposition 2.0.
Viewing S on I, we see that it is a piecewise onto affine map, and so m is a

(S, α̃)-product measure. Thus, by theorem 2.1, I(E(Xβ , S, α̃)) m= {∅, Xβ}. By (7.3)
I(E(Xβ , T, α)) ⊆ I(E(Xβ , S, α̃)) m= {∅, Xβ}. �

Proposition 7.1. T(T ) is uniquely ergodic: If µ ∈ M(Xβ) is topologically σ-finite
and T(T )-invariant, then µ = cm for some c > 0.

Proof. Let µ ∈ M(Xβ) be topologically σ- finite and T(T )-ergodic, invariant. It is
easy to check that T(T )-equivalence classes are dense, therefore by local finiteness
µ must be non-atomic. In particular µ(Xβ \Xβ,0) = 0, so we may work on Xβ,0.

We claim that µ is locally finite onXβ,0. To see this, note first that by topological
σ-finiteness, there is a cylinder set of positive, finite measure. By non-atomicity, we
may assume that the cylinder is full. Namely: ∃ b ∈ αN ∩ α̃N ′ with 0 < µ(b) <∞.
Now let x ∈ X. Since TNb = X, we may define the T(T )-holonomy κ : xN1 → b by
κ(xN1 , z) := (b, z). By T(T )-invariance,

µ([xN1 ]) ≤ µ(κ[xN1 ]) ≤ µ(b) <∞

and µ is locally finite on Xβ,0.



26 J. AARONSON, H. NAKADA AND O. SARIG

By (7.3), µ is T(S)-ergodic and E(Xβ,0, S, α̃)-invariant. By proposition 2.2, µ is
a (S, α̃)-product measure.

The T(T )-invariance implies that ∃ t > 0 so that µ(a) = tn ∀ a ∈ α̃∩αn. To see
this, suppose that a ∈ α̃ ∩ αk, b ∈ α̃ ∩ α`, then

[a, . . . , a︸ ︷︷ ︸
`-times

]
T(T )−→ [b, . . . , b︸ ︷︷ ︸

k-times

] by (a, . . . , a︸ ︷︷ ︸
`-times

, x) 7→ (b, . . . , b︸ ︷︷ ︸
k-times

, x)

so µ(a)` = µ(b)k. The case k = ` shows that ∃ tk > 0 so that µ(a) = tk ∀ a ∈ α̃∩αk
and the other cases show that ∃ t > 0 so that t

1
k

k = t ∀ k ≥ 1, α̃ ∩ αk 6= ∅. This
t > 0 is uniquely determined by

∑
a∈eα µ(a) = 1, whence t = 1

β and m = µ. �

Note that the proof of proposition 7.1 only used the existence of one cylinder with
positive, finite µ-measure.

As before, define F \ : Xβ → Z[β]
0 = Z[β] by F \(x)j := δj,x1 . (Here and through-

out [·] is the largest integer lower bound, i.e. [β] < β.) Write xN1 ./ yN1 if
F \N (x) = F \N (y) and ∃ k, `, [xN1 ] ∈ α̃k, [yN1 ] ∈ α̃`.

Lemma 7.2. E(Xβ,0, T, α) = {(x, y) ∈ (Xβ,0)2 : x∞N+1 = y∞N+1 and xN1 ./ yN1 for
some N}.

§8 Conformal measures: existence and ergodicity

Restricted conformal measures. Fix J ⊂ {0, 1, . . . , [β]}, |J | > 1. Note that
Xβ,0(J) := Xβ,0 ∩ JN 6= ∅, because j1 < j2 ∈ J ⇒ (j1, j1, . . . ) ∈ Xβ,0(J).

Setting αn(J) := {[a] ∈ αn : a ∈ Jn} and α̃(J) :=
⋃∞
n=1 α̃ ∩ αn(J), we have

that (Xβ,0(J), S, α̃(J)) is a full fibred system, whence Xβ,0(J) is either a singleton,
or uncountable. In the latter case Xβ(J) := Xβ ∩ JN = Xβ,0(J).2

As before, we have

(8.1) E(Xβ,0(J), S, α̃(J)) ⊂ T(T |Xβ,0(J)) ⊂ T(S|Xβ,0(J)) ⊂ G(T |Xβ,0(J)).

Thus, in the infinite case, G(T )∩ [Xβ,0(J)×Xβ,0(J)] is minimal: Any equivalence
class is dense.

Proposition 8.0. Suppose that Xβ(J) is infinite, and let H : J → R+, then

(1) there is a unique λ > 0 and ( 1
λH , T )-conformal µJ,H ∈ P(Xβ(J));

(2) µJ,H is a (S, α̃)-product measure and is E(Xβ)-invariant and ergodic.

Proof. In case ωβ is eventually periodic, Xβ(J) is sofic (see [Bl]) and a continu-
ous, equivariant image of a TMS. Existence follows from Ruelle’s Perron-Frobenius
theorem, which provides a non-atomic, ( 1

λH , T )-conformal measure.
In the case that ωβ is not eventually periodic, we prove existence (as in §2

and §3 of [W]) as follows: Endow Xβ(J) with the lexicographic order topology,
disconnecting it at Γ :=

⋃
n∈Z T

n{(0), ωβ} to obtain the compact metric space

Y = Yβ(J) :=
(
Xβ(J) \ Γ

)
∪

(
Γ× {−,+}

)
.

2The singleton case is possible: If β = 3+
√

5
2

, then ω = (2, 1) and Xβ,0({1, 2}) = {(1, 1, . . . )}.
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There are continuous maps TY : Y → Y and π : Y → Xβ(J) defined by

(TY )|Xβ(J)\Γ ≡ T, π|Xβ(J)\Γ ≡ Id, TY (γ, ε) := (Tγ, ε), π(γ, ε) := γ,

so that π ◦TY = T ◦π. It follows that H ◦π : Y → R+ is continuous. By Schauder’s
fixed point theorem, ∃ νY ∈ P(Y ) ( 1

λH◦π , TY )-conformal for some λ > 0.
In order to show that νY descends to a conformal measure on Xβ(J), it is

sufficient to show that νY (π−1Γ) = 0, because in this case νY is supported on
Xβ(J) \ Γ so π : (Y,B(Y ), νY ) → (Xβ(J),B, νY ◦ π−1) is a measure theoretic
isomorphism. The measure µJ,H := νY ◦π−1 is then the required conformal measure
on Xβ,0.

Step 1. νY {((0),±)} = 0.

Otherwise one of the preimages z = ((j, 0),±) has positive measure. The ex-
changeable orbit of ((j, 0),±) is {((0, . . . , 0︸ ︷︷ ︸

n−times

, j, 0),±)}∞n=1. Since νY is ( 1
λH◦π , TY )-

conformal, νY ({((0, . . . , 0︸ ︷︷ ︸
n−times

, j, 0),±)}) = νY ({z}) ∀ n ≥ 0, a contradiction to the

finiteness of νY .

Step 2. νY ({(ωβ ,±)}) = 0.

Suppose (to get a contradiction) that νY ({(ωβ ,±)}) > 0. In this case, ωβ ∈
Xβ(J), whence an ∈ J ∀ n ≥ 1. In particular amin := min{an : n ∈ N} ∈ J . We
construct a preimage of (ωβ ,±)}), which on one hand belongs to Yβ(J) (and by
TY -non-singularity has positive measure), and on the other hand has an infinite
exchangeable orbit with infinite measure. This is a contradiction to the finiteness
of νY .

Set z± := ((amin, ωβ),±), then z± ∈ Y (J) and its exchangeable orbit consists of
{(an−1

1 , amin, a
∞
n+1) : n ∈ N}. This is an infinite set whenever ωβ is not eventually

periodic.

Step 3. νY (π−1Γ) = 0.

For every γ ∈ Γ, ε = ±1, either (γ, ε) 6∈ Y (J) in which case νY {(γ, ε)} = 0, or
(γ, ε) ∈ Y (J) and ∃n, k > 0 such that TnY ((γ, ε)) ∈ T k{(0), ωβ} and νY {(γ, ε)} = 0
by TY –non-singularity of νY .

As explained above, having proved that νY (π−1Γ) = 0, we can now obtain a
non-atomic, ( 1

λH , T )-conformal µJ,H ∈ P(Xβ,0(J)).

We turn to the uniqueness part of (1). By ( 1
λH , T )-conformality,

(8.2) µJ,H(a) := λnH̃(a) for all a ∈ α̃k ∩ αn, k, n ≥ 1

where H̃ :
⋃∞
n=1 αn → R+ is defined by H̃([an1 ]) :=

∏n
k=1H(ak) ([an1 ] ∈ α̃ ∩ αn).

Noting that if Bn :=
∑
a∈eα∩αn

H̃(a), then
∑∞
n=1Bnλ

n = 1, we see that the λ > 0
appearing in (1) is unique. Equation (8.2) thus determines µJ,H uniquely. Along
the way we have also shown that µJ,H is a (S, α̃)-product measure.

Since µJ,H is a (S, α̃)-product measure, it is E(Xβ,0, S, α̃)-invariant, and (by
theorem 2.1, part 1), E(Xβ,0, S, α̃)-ergodic, whence by (7.3), E(Xβ,0, T, α)-ergodic.
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To see that it is also E(Xβ,0, T, α)-invariance, use lemma 7.2 to observe that
E(Xβ,0, T, α) is generated by holonomies of form (x̃, z) 7→ (ỹ, z) where [x̃] ./ [ỹ].
These are all measure preserving.

Finally observe that since µJ,H is supported on Xβ,0 and Xβ,0 is E(Xβ , T, a) in-
variant, E(Xβ,0, T, α)–ergodicity and invariance is the same as E(Xβ , T, α)–ergodicity
and invariance. �

Remark : The Lebesgue measure m corresponds to J = {0, 1, . . . , [β]} , H =const.

Corollary 8.1. If Xβ(J) is infinite, then E(Xβ,0, T, α) ∩ Xβ(J)2 is topologically
transitive.

§9 From exchangeable measures to
conformal measures (β–expansions)

The aim of this section is to prove:

Theorem 9.0. If ν ∈ M(Xβ,0) is locally finite and E(Xβ)-invariant and ergodic,
then ν = µJ,H for some J ⊂ {0, 1, . . . , [β]}, H : J → R+.

Theorem 9.0 is false if M(Xβ,0) is replaced by M(Xβ): If β = 1+
√

5
2 , ωβ = (1, 0)

and δωβ
is E(Xβ)-invariant and ergodic but not of form µJ,H .

Lemma 9.1. Suppose that (X,T, α) is a fibred system s.t. ∀ x ∈ X, ∃ N ≥ 1
s.t. TN [x1, . . . , xN ] = X. If ψ(x) := min {N ≥ 1 : TN [x1, . . . , xN ] = X} and
Sx := Tψ(x)x, then T(T ) = G(S, ψ) (see (1.0)).

Proof.

⊇: Suppose that x
G(S,ψ)∼ y, then ∃ k, ` ≥ 0, Skx = S`y, ψk(x) = ψ`(y) =: N

whence TNx = Skx = S`y = TNy and x
T(T )∼ y.

⊆: Suppose that x
T(T )∼ y, then ∃ N ≥ 0, TNx = TNy =: z and ∃ ` ≥ 1 so that

κ := ψ`(z) > N + max{ψ(T jx), ψ(T jy) : 0 ≤ j ≤ N}.

It suffices to show that κ = ψp(x) = ψq(y) for some p, q ≥ 1 as in this case,

Spx = Sqy and x
G(S,ψ)∼ y.

To see that κ = ψp(x) = ψq(y) for some p, q ≥ 1 we prove that

TN+κ[x1, . . . , xN+κ] = TN+κ[y1, . . . , yN+κ] = X.

We’ll show only that TN+κ[x1, . . . , xN+κ] = X (the other case being analogous).
Suppose otherwise, and let K := max{k ≥ 1 : TN+κ−k[xk+1, . . . , xN+κ] 6= X}.

By choice of κ, Tκ[xN+1, . . . , xN+κ] = X, whence Tκ−j [xN+j+1, . . . , xN+κ] =
X ∀ 0 ≤ j ≤ κ. It follows that K ≤ N − 1.

Let L := ψ(TKx), then TL[xK+1, . . . , xK+L] = X. By choice of κ, K+L < N+κ
whence

TN+κ−K [xK+1, . . . , xN+κ] =

= TN+κ−K([xK+1, . . . , xK+L] ∩ T−L[xK+L+1, . . . , xN+κ])

= TL[xK+1, . . . , xK+L] ∩ TN+κ−(K+L)[xK+L+1, . . . , xN+κ]

= TN+κ−(K+L)[xK+L+1, . . . , xN+κ] 6= X

contradicting maximality of K. �
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Lemma 9.2. E(Xβ,0, T, α) = G(S|Xβ,0 ,Φ
(β)) where Φ(β) := (F [, ψ) : Xβ,0 →

Gβ := Z[β] × Z and F [ :=
∑ψ−1
k=0 F

\ ◦ T k.

Proof. By proposition 2.0, (x, y) ∈ E(Xβ,0, T, α) iff (x, y) ∈ T(T ) & F \n(x) = F \n(y)
whenever Tnx = Tny. By lemma 9.1, (x, y) ∈ T(T ) iff ∃ k, ` ≥ 1 with ψk(x) =
ψ`(y) =: N and Skx = TNx = TNy = Sky. Thus (x, y) ∈ E(Xβ,0, T, α) iff
∃ k, ` ≥ 1 such that

(1) ψk(x) = ψ`(y) =: N ,
(2) Skx = TNx = TNy = Sky, and
(3) F [k(x) = F \N (x) = F \N (y) = F [` (y).

Equivalently (x, y) ∈ G(S,Φ(β)). �

Proof of theorem 9.0. By (7.3), ν is E(Xβ,0, S, α̃)-invariant and T(S|Xβ,0)-
ergodic. By proposition 2.2, ν is recurrent, and proportional to a (S, α̃)-product
measure. In particular:

(1) for each 0 ≤ b ≤ [β], Nb :=
∑∞
k=1 δxk,b = 0,∞ ν-a.e.;

(2) ν is either a point mass or non-atomic;
(3) ν is G(S|Xβ,ν

)-non-singular where Xβ,ν := the closed support of ν in Xβ .
Let J := {b ∈ {0, 1, . . . , [β]} : Nb = ∞}. Either Xβ(J) is a singleton and ν is

a point mass, or Xβ(J) is uncountable and E(Xβ,0, T, α) ∩Xβ(J)2 is topologically
transitive (corollary 8.1). The first case is covered by the theorem. In the second
case Xβ,ν = Xβ(J), so ν is not a point mass, whence by (2) non-atomic. Henceforth
we restrict ourselves to this case.

Fix j0 := min J , and define

F J,\ : Xβ(J) → ZJ\{j0}, where F J,\(x)j := δx1,j

F J,[ : Xβ(J) → ZJ\{j0}, where F J,[ :=
ψ−1∑
k=0

F J,\ ◦ T k

Φ = Φ(J) : Xβ(J) → G where G := ZJ\{j0} × Z and Φ := (F J,[, ψ).

By lemma 9.2 E(Xβ(J), T, α) = G(S|Xβ(J),Φ) ∼= G(SΦ|Xβ(J)×G)∩ (Xβ(J)× {0})2.
By proposition 1.0, there is a unique σ-finite, G(SΦ|Xβ(J)×G)-invariant, ergodic
measure m on Xβ(J)×G so that

m(A× {0}) = ν(A) for all A ∈ B(Xβ(J)).

Step 1. m(Xβ(J)× {g}) <∞ ∀ g ∈ G.

We claim first that νg � ν ∀ g ∈ G where νg(A) := m(A × {g}). To see this,
suppose that B ∈ B(Xβ(J)), m(B × {g}) > 0, then by G(SΦ|Xβ(J)×G)-ergodicity
of m, ∃ k, ` ≥ 1, a ∈ α̃k, b ∈ α̃` and A ∈ B(Xβ), ν(A) > 0, A ⊂ a so that
Π(A× {0}) ⊂ B × {g} where Π : a×G → b×G is defined by

Π(y, z) := (π(y), z + Φ̂(y, π(y))), π(a, x) := (b, x).

In particular Π(A) ⊂ B whence, by G(S|Xβ(J))-non-singularity of ν, ν(B) > 0.
Next, for g ∈ G, define Qg : Xβ(J)×G → Xβ(J)×G by Qg(x, z) := (x, z + g).

Evidently (Qg × Qg)[G(SΦ|Xβ(J)×G)] = G(SΦ|Xβ(J)×G) whence m ◦ Qg is also a
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σ-finite, G(SΦ|Xβ(J)×G)-invariant, ergodic measure m on Xβ(J) × G. It follows
that either m ◦Qg ⊥ m or m ◦Qg = cgm for some cg ∈ R+. In particular,

m(Xβ × {g}) =
{

0 m ◦Qg ⊥ m,

cg <∞ else.

Step 2. H := {h ∈ G : m ◦Qh ∼ m} is a subgroup, and m ◦Qh ⊥ m ∀ h /∈ H. We
claim that it is enough to show that H = G.

Indeed, if H = G, then m(A × {g}) = eH(g)µ(A) for some homomorphism H :
G → R, whence dµ◦S

dµ = e−H◦Φ and µ = µJ,h where h := H|ZJ\{j0}×{0}.

Step 3. 〈Φ(Xβ(J))〉 = G and Φ(Xβ(J)) ⊂ H. Consequently, H = G

Let {ei} be the standard basis for ZJ\{j0}. To see the first identity, note that for
every j ∈ J, j 6= [β], [j] ∈ α̃ and so (ej , 1) = Φ([j]) ∈ Φ(Xβ(J)) (j ∈ J \ {j0, [β]})
and (0, 1) = Φ([j0]) ∈ Φ(Xβ(J)).

In case [β] ∈ J , #{n ≥ 1 : ωn = [β]} = ∞ and ∃ N ≥ 1 with ωN1 =
([β], ω2, . . . , ωN−1, [β]) where ω2, . . . , ωN−1 6= [β], whence [[β], jk0 ] ∈ α̃ for some
1 ≤ k ≤ N − 1 and (e[β], k + 1) = Φ([[β], jk0 ]) ∈ Φ(Xβ(J)).

Next, we show that Φ(Xβ(J)) ⊂ H. Accordingly, let Φ ≡ h on a ∈ α̃, and
assume by way of contradiction that h /∈ H. In this case, m ◦ Qh ⊥ m and ∃ Z ∈
B(X), m(Z×{0}) = 1, m(Z×{−h}) = 0. It follows that ∃ ξ ⊂

⋃∞
n=1 α̃n countable,

such that U :=
⋃
A∈ξ A ⊃ Z and m(U × {−h}) < 1

3 .
Since m(U × {0}) = 1, ∃ A ∈ ξ such that m(A× {−h}) < 1

3m(A× {0}).

Define κ : A→ A by κ(A, x) := (A, a, x). Evidently (x, κ(x)) ∈ G(S) ∀ x ∈ A,
and Φ̃(x, κ(x)) = −h ∀ x ∈ A . Thus, if κ̃ : A × G → A × G is defined by
κ̃(x, g) := (κ(x), g − h), then ((x, g), κ̃(x, g)) ∈ G(SΦ) ∀(x, g) ∈ A × G. It follows
that

m(A× {0}) = m(κ̃(A× {0})) ≤ m(A× {−h}) < 1
3m(A× {0}).

By the contradiction, h ∈ H, proving the step and with it the theorem. �
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[Re] A. Rényi, Representations for real numbers and their ergodic properties,Acta
Math. Acad. Sci. Hungar.8 (1957) 477–493.

[Sa] O. Sarig, Existence of Gibbs measures for countable Markov shifts, Proc.
Amer. Math. Soc.131 (2003), no. 6, 1751–1758

[Schm] K. Schmidt, Infinite invariant measures on the circle. Symposia Mathemat-
ica, Vol. XXI (Convegno sulle Misure su Gruppi e su Spazi Vettoriali, Convegno



32 J. AARONSON, H. NAKADA AND O. SARIG

sui Gruppi e Anelli Ordinati, INDAM, Rome, 1975), pp. 37–43. Academic Press,
London, 1977.

[Schw] F. Schweiger, Ergodic theory of fibred systems and metric number theory,
Oxford Science Publications. The Clarendon Press, Oxford University Press, New
York, 1995.

[Sm] M. Smorodinsky, β–automorphisms are Bernoulli shifts, Acta. Math. Acad.
Sci. Hungar. 24 (1973), 273–278.

[VJ] D. Vere-Jones, Ergodic properties of nonnegative matrices. I. Pacific J. Math.
22 1967 361–386.

[W] P. Walters, Equilibrium states for β-transformations and related transforma-
tions. Math. Z. 159 (1978), no. 1, 65–88.

[Jon. Aaronson] School of Math. Sciences, Tel Aviv University, 69978 Tel Aviv,
Israel.

E-mail address: aaro@tau.ac.il

[Hitoshi Nakada] Dept. of Math., Keio University,Hiyoshi 3-14-1 Kohoku, Yoko-
hama 223, Japan

E-mail address: nakada@math.keio.ac.jp

[Omri Sarig] Dept. of Math., Penn State University, University Park, PA 16802,

U.S.A
E-mail address: sarig@math.psu.edu


